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In this paper we shall prove the existence of a Lipschitz stratification for
germs of real analytic sets. The concept of Lipschitz stratification was
introduced in [1] by Mostowski, where he proved the existence in a complex
case. Lipschitz stratifications are interesting, because they ensure a Lipschitz
equisingularity along every stratum.

Our proof will be based on the result of Mostowski and a crucial lemma
which estimates the distance to a complex analytic set by the distance to a
real one.

Often we shall not distinguish between a set and its germ at the orgin.
The letter C will denote different constants.

1. Lipschitz stratifications

In this section we repeat without proofs the results of Mostowski [1]. By a
stratification & of (C", 0) ((R", 0) respectively) we shall mean a family of
germs of analytic sets X/ < C" (where j = dim X’) such that X/ < X/*! and
X/ = X'\ X~! is smooth. Let g;(q) denote dist(q, X’).

DerFNiTION 1. A chain for a point ge X/ is a decreasing sequence of
indices j, and points qjse)“(js such that j; =, q; =q and j; is the greatest
number for which
(1) a(q) = 2¢; () for all k <,

(2) lg—q;| = ¢;,(q).
It is easy to check for a chain the following inequalities:

(3) fou(@) < oulg;) <3olg) for k <j, and all s.
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For ge X/ let P, denote the orthogonal projection of C" onto 'I;)?’; |
=I-P
.-

DeriNniTiON 2. A stratification % will be called a Lipschitz stratification
if there exists a constant C > 0 such that for every qe X/, every chain g;,

=4, 4j,, --- for g and every q'e X’ such that [g—¢/| < $0;-1(g) the following
estimates hold for every k:

(L1k) IP‘,-,lj1 P"J'z quk| < Clg;, —q5,ll05,- 1(g;)),
(L2K) (Py=P) Py .. Pyl < Cla—qVey- 1 (a).

DerinviTioN 3. We call a stratification . compatible with an analytic set
X is a union of components of X”s.

THeorem 1 (Mostowski [1]). For every finite family of germs of ana-
lytic subsets of C" there is a Lipschitz stratification compatible with each of them.

Theorem 1 has two interesting corollaries:

CoroLLARY 1. Let % be a Lipschitz stratification and v a Lipschitz
vector field on X’. Then there exists a Lipschitz vector field w on C" such that
w| X! = v and for every k and qeX*, w(g)eT, X"

CorOLLARY 2. Let X < C"xC™ be a germ of an analytic set at the
origin and p: C"xC™ — C™ be the standard projection. There is a proper
analytic subset T of C™ such that X is Lipschitz equisingular outside T (i.e., for
every te C™\ T there exists an open neighbourhood U of t such that

(P~ (U), p" (U} X, (0} xU)Z (p~ ' () x U, (p~ 1 (1) 0 X) x U, {0} x V)

and this Lipschitz homeomorphism is compatible with the standard projections
on U).

If we examine the proof of Theorem 1 more carefully we can obtain the
following result:

Remark 1. Theorem 1 still holds if we require (L1k) for g; arbitrary
and {g;,, ..., g, @ chain and (L2k) for ¢’ arbitrary and {qh’ e Q) 8
chain. Moreover, we can change the conditions in the definition of a chain as
follows:

(i) j, i1s the greatest number for which
e(q) = 2¢),(q) for all k <j,;
() |g—g;,l = 0;,(9);
(111) {qu, ..+» q;,} i a chain (inductive definition), so each part of a
chain is also a chain. For such chains we have also estimates similar to (3).
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Remark 2. For a chain {g;,, ..., ;,} and g;, arbitrary (j, > j,) in (L1k)
we obtain equivalent inequalities for the following right sides (constants may
be different):

(A) C|f1j1_‘Ij2|/ij—1(CIj1)§

(B) Clg;, —a;,l/e;,-1(4;,); ,

©  Clg;,—az,)/dist(la,, 4.}, X* 7

(D) Clgj, —=4;,l/e;-1(a;)-

A similar result holds for (L2k).

Proof. We prove the equivalence for (A) and (C). It is obvious that if
the inequality holds for (A) then it holds for (C). We assume that the
inequality holds for (C). We consider two cases:

Case 1. 4lq;, —q;,| = @;,-1(q;,), then the inequality holds for (A)
trivially, because the left side of (L1k) is bounded by 1.

Case 2. 4|q;, —q;,| <¢;,-1(g;,) then

(dlSt({q“, qu}, Xjk_l))—l S Z(ij—l(qjl))-lfzs

thus the inequality holds for (A).
The rest of the proof is left to the reader. O

We call a complex analytic subset of C” “real” if it is a complexification
of a real analytic subset of R".

Remark 3. If a family of sets from the statement of Theorem 1 is “real”
then a Lipschitz stratification can be chosen “real”.

Remark 4. In [1] Mostowski approximates dist(-, X’) by some semi-
analytic function. This is important for the proof but not for the result.

2. [Estimates of distance

We want to prove the existence of a Lipschitz stratification for real analytic
sets by complexification. First we must see how the sides of (L1k), (L2k)
change after complexification.

If Y © R" is an analytic subset of R” then we denote by ¥ its complexifi-
cation. In general, the sign 1 will denote passing from the real to the
compiex case. For example, if geY\Sing Y then ﬁq will denote the ortho-
gonal projection of C" onto 7;}7 and P, the orthogonal projection of R
onto T, Y.

It is easy to see that if & = |X’}o¢;<ais a stratification of (R", 0), \q; |

some sequence of points (g; € X% and ¥ = -{)?f}osjs,, a stratification of
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(C", 0) formed by the complexifications of X/ then
pL p D _ |pl
) (P By oo Pyl =IP Py . Py

iy’ 1y
and a similar equality holds for the left side of (L2k).
So if we want to construct a Lipschitz stratification in real case we must

estimate dist(g, X) (ge R", X = C") by a distance to some real analytic set.

THEOREM 2. Let X be a germ of a k-dimensional analytic subset of C"
and X =X R" Let Y be a germ of a complex analytic subset of X and
dime ¥ < k—1. Then there exists a germ Y of an analytic subset of X and a
constant C such that

(i) dimgY <k-1;

(i) dist(q, Y) < Cdist(q, Y) for qeX.

THeoReM 3. Let Y be a germ of a complex analytic subset of C". Then
there is Y a germ of an analytic subset of R" such that

(i) dimgY < dim.¥;
(i) dist(g, Y) < Cdist(q, Y) for geR".

The distance from a real point to a complex analytic set is illustrated in
Figure 1. The situation of Figure 2 cannot happen.

- IR™A
iR"A ’
' Y -
i ( Y
n
IR -
! ! v R"
1
‘ I /’)
.-
Fig. 1 Fig. 2

The proof of Theorem 2 is based on the concept of regular projections
introduced by Mostowsk: ([1]).

3. Regular projections

DerintrioN 4. Let X < C" be a hypersurface with reduced equation F
= 0. A projection & = n;: C"— C"~ ! parallel to a vector (¢, 1) (£ C"™ 1) will
be called (C. c)-regular with respect to X at ge C" if

(1) =|X is finite;

(ii) there exist analytic functions A;(n) defined for [y —¢| <& such that
F(g+4;(n(n. 1)) =0, every solution of F(q+4i(n, 1)) =0 is of the form 4
= A;(m) and A;(n) # A (n) for all y and j # k, |DA;| < Cli.
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Similarlly = will be called regular with respect to X along a curve ¢, if
for some C, ¢ it is (C, ¢) regular with respect to X at every point of q, (¢
small, ¢t # 0).

Choose the x,-axis so that F doesn’t vanish on it. Let the germ at 0
(x, &, A} » F(x+A(&, 1)) be equivalent to a distinguished polynomial W with
respect to A. Let W be defined for xeK(a) = {xe C"; |x| <a}, {eB(a)
= {ne C""!; |y| <a}. The following proposition was proved in Mostowski

(1]

ProposITION 1. There is a finite subset of B(a), &, ..., &y, such that for
every complex analytic curve q, in a small neighbourhood of O there is a j such
that mg, is regular along q,. Furthermore, we can choose &, ..., &y real.

Let X =C", B(a) be as above, {eB(a). Let dist;(x, X} denote
dist (x, X N n; 1(7t¢(x))) (the distance to X in (¢, 1) direction).

ProrosiTiON 2. Let X, &, ..., &y be as in Proposition 1. Then there
exists a constant C > Q such that

min {distej(x, X)) < Cdist(x, X) for x close to 0.
j

Proof. Suppose the proposition were false. Then by the curve selection
lemma (see Lojasiewicz [3]) we could find a real analytic curve g, such that:

(5) min {distéj(q(t), X)ydist(q(1), X) o0, t—0,

J

and q(f)e X for r # 0. (We must approximate the distance function by some
semi-analytic function ¢ satisfying

ddist(x, X) < ¢(x) < 2dist (x, X).

The existence of a such function is clear from Lojasiewicz [3]).

We can extend this curve to a complex analytic curve which we also
denote by g,. By Proposition 1 we can choose &; such that e is regular
along g,. Let us assume for simplicity that n = L% C"— C" ! is the stan-
dard projection. Let C, be a cone {g+/(C, 1); £€C, || <¢&/2} and g = ¢, for
some = 0. Then 1t is easy to see from the implicit function theorem that
C,nX 15 the disjoint sum of the graphs of analytic functions
@;: K(m(g), |4;(0)|8) — C (where the constant & > 0 depends only on C, &, n)
(see for details Mostowski [1]). Hence n™ ! (K (n(g), min|4;(0)| §))\ C, cannot

contain any point of X, so dist;j(q,, X) £ C dist(q,, X) for some C > 0 and
every t # 0, but this contradicts (5). O
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4. Proof of Theorem 2

We first prove the theorem for X = R" (X = C"). We can assume that ¥ is a
hypersurface in C". Let the vectors &, ..., éye R~ ! be chosen for ¥ as in
the statement of Proposition 2. Let © = T, and assume for simplicity that =
is the standard projection.

For the product C"=C""!xC let ¥, =(R"" ! xC)n ¥ and let p;: R"~!
xC—>R""!' x R be the standard projectian (y, z) »(y, Re(2)). pj(?j) s a
semi-analytic set (see tojasiewicz [3]) and let Y, be the smallest analytic set
containing pJ(Y) (then dimY; < k—1).

Let us define Y = U . We see that for xe R"

dist(x, X) = mindist(x, ¥) < g mindistgj(x, fj-)
J J

= mindiste (x, 7)€ Cdist(x, T),

where (i) follows by construction of Y; and (ii) by Proposition 2. This proves
the theorem for X = R".

Now we assume that dimX =k <n (if dimX <k the theorem is
obvious). Let X =X,cZ"!, where Z"~! is a hypersurface in C" and let
< n-1 , be a family of real vectors as in the statement of Proposition

1. We denote by X,._, the set Uné X,) and let Z"~2 be a hypersurface in

C"~! containing X,_,. We can choose for Z"~ 2 vectors €772, ..., é""zz and
so on. In this way we construct a sequence of sets X,,, . X,‘H, X,, = C*
each of (complex) dimension k& and hypersurfaces Z" ', ..., Z* such that

X c ZI7' = ¢V. In the same way we define Y,_,, ... Y,‘(Y Ung(Y;H))

Using the special case considered above, we can find an analytic subset Y, of
R* (dim Yy < k—1) such that

(6) dist (x, ¥;) < Cdist(x, Y))

for xe R* and some C > 0.
Now we pass to the real domain.
We inductively define X, =X, X,_, = Un:gj(X,,), and so on. X; is a
i

k-dimensional semi-analytic subset of R. We also define

= J {critical values of 7 [ X,
J
T,-2 = | {(critical values of 7 |X,- ) ung(T,-)},
J

and so on. Then T = T, uSing(X,) is a semi-analytic subset of X, and
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dim T < k—1. Let. ¥, be the smallest analytic subset which contains Y, u T
(dimY, <k-1), so for xe X,
7) dist (x, X, N Y;) < dist(x, Y;) < Cdist(x, ¥,).
We define Y¥,,, = Un{j‘(Y,‘), and so on. We shall prove that for xe X
i

(8) dist(x, ¥, n X) < Cdist(x, ¥).

Suppose that (8) is false. Then by the curve selection lemma there is a real
analytic curve g, such that

) dist(q,, V)/dist(q,, ,"X)—~0, -0,

and ¢,¢ Y, X for t # 0. We can extend ¢, to a complex analytic curve and
use Proposition 1. We choose a sequence of regular projections Ten—1 for ¢,
Tn-2 for n,,_,(q,), and so on. We assume, for simplicity of notation, that

these projections are standard, o'~ ' ==, ,: C'—> O™\

We fix g = g, for some small ¢ # 0. Let us denote n’0...0n"" ' (g) by g;.
Let y, be the nearest point of ¥, N X, to g, and [ the interval joining these
points. I\ {y,} © X,\T;, so we can lift [ to l,,, a curve in X,,, joining g,
and some point y,,, of Y., N X, ;. From the regularity of =* at gq,.,, we
have

Vk+1—Gx+1] < Clyi—aqul

(since y,,, 1s outside a cone !q.,,+A(n, 1); 1€C, [n| <¢/2}). Since
o1\ sl © X0\ Ty, we can continue a lifting and finally obtain

(10) dist(g, Y, n X) < Cdist(g,, Y, N X,)
so by (7)
dist(g, Y, ~ X) < Cdist(q,, Y, 0 X,) £ C'dist(q,, ¥) < C"dist(q, )
for ¢ = q, (t # 0 arbitrary) and C” doesn’t depend on ¢, in contradiction to
(9). O
5. Proof of Theorem 3

The proof is by induction on n—j (j = dim¢¥). For n—j = 1 the theorem
follows from Theorem 2. Let n—j > 1. We can find an analytic set Z such
that Y= Z and dim Z = dim Y+ 1. Then by the inductive assumption there is
an analytic subset T of R" satisfying

dmT<j+1,
dist (g, T) < Cdist(q, Z) for geR".
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Let T be the complexification of T. Using Theorem 2 for X =Z u T and ¥
we find Y < R" such that
dimY <,
dist(x, Y) < Cdist(x, ¥) for xeT =« X nR".

We shall prove that Y satisfies the statement of the theorem.
Let geR", dist(g, T) = |q—x| for some xeT. We consider two cases.
Case 1. dist(q, Y) < 2(1+C)|x—gq| then

dist(¢, Y) < 2(1 + C)dist(q, T) < Cdist(q, Z) < Cdist(q, ¥).
Case 2. dist(g, Y) = 2(1+C)|x—gq| then
dist(g, Y) < dist(x, Y)+|x—gq| < Cdist(x, ¥)+|x—g|
< Cdist(q, V)+(1+C)|x—q| < Cdist(q, ¥)+4dist(q, 1),
hence dist (g, Y) < 2Cdist(q, ¥). 0

6. Construction of Lipschitz stratifications

TueoreM 4. For every finite family of germs at the origin of analytic
subsets of R" there is a Lipschitz stratification compatible with each of them.

Proof. We shall give the proof only for one germ, the proof in the
general case is similar.

Let X be an analytic subset of some open neighbourhood of 0 in R". Let
dim X = k. We define a Lipschitz stratification of X inductively. Suppose

that a stratification X" =R", X"~ ', ..., X**! X* X*~! .. is chosen in such
a way that
(11) (L1k), (L2k) hold for every chain {g; € )o(j‘} (s > ).

Let X", ..., X’ be the complexifications of X", ..., X’. Then by Theorem 1
we can construct a complex Lipschitz stratification ¥ compatible with

X", ..., XJ. By Theorem 3 we can find an analytic subset X7~ ! of R" such
that for xe R" we have
(12) dist(x, X"~ ') € Cdist(x, X/~ 1}

and dim X" 1 gj—1, X" le &.
Now we must change X", ..., X’ a little to obtain X/ > X7~ !, We can

do it without affecting the property (11) and the compability of the stratifica-
tion with X.

In fact, we can define Y* = X*U X”"'fors>j—1.1f {q; € }o’j‘} (s> j)is

a chain then it is a chain in the previous stratification and the estimates
(L1k), (L2k) still hold. Changing strata of dimension less then j—1 we
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preserve compability. This new stratification will be denoted by [X*!o< <p

Now, we shall prove that this stratification satisfies (11) with j—1
instead of j. We prove only (Lik) (the proof of (L2k) is similar).

Let 1q;, eX™ (,=2js=1,2,..,tj,=j)bea chain. After an arbitrary
small perturbation we can assume that for each s, g;_ eX’s\ X'~ ' Let \q,,) be
a complex chain with respect to 9= X" X""' ... X°for c}',l = qj, (in the
strong sense of Remark 1).

Let I, >j>1,,,. We shall use the following notation:

p - %135,’ if i =1 for some r or i =j,,
' Id otherwise;
~ I-’qj if i =j, for some s,
s
1d otherwise.
Then we have

1L
(13) \Py Py ... P

4, - oy

slﬁf,ﬁj,—n...ﬁjH Z finpjl—l---Pu'+ll|(ﬁw—ﬁw)p“’*l"'P

jSW"jz—l - J

Now we consider three cases:
Case 1. w=j,=/ (for some s, r); then by Remark 1, 2 and the
properties of chains (the letter C denotes different constants):

(14) (Pu=P)Pu_y ... P =Py —Py) Py ... Py |

‘“’
< C Iqjs - q'lrl < C |qjs - q’rl
S G, R4 @, B

SO
< Clg;, —4qj,lla;,—a.,)
" dist(gy,, X1 ) dist (G, XY
(12 CIQJl_qul 'qjs_qt,.l (£ Clqjl_qul
< R J . \ < . j—l k]
dist(q;,, X*)dist(g;,, Xi—1y Cdist(g,, X77)

(15) A

(#)  la;,—d,) < Cdist(g;,, X")+Cdist(g;,, X*) < Cdist(q;,, X").
Case 2. IL_ >w=j,>1 21, (for some s, r)

(16) I(isw'_ijw)-Pw—1---I-‘)j|=|j3_L ijh IS&I'

st QIr
< Cl‘ljs"th < Clqjs_zilrl
" dist(g,, X¥7")  dist(@,, X7
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SO

(17) 4 < Cla;, — g5, 1a;,—qu| < Clgy, —ay,)
" dist(qy,, X*71 T dist (g, XY dist(g,. XY

because

lq;,—a1) < Cdist(g,, X)+ Cdist(q;,, X")
< Cdist(g;,, X’)+ Cdist(q;,, X% < Cdist(g;,, X"~ 7").

I w=j; <[, then

- Cla;, —4;, - Clg;, —4;,l
" dist(gy,, X1 dist(gy,, X7

< Clq.il—q}zl < Clqjl_‘b'zl

h dist (q;,, X*) ~ dist(g,, X7

< C"Ijl —szl

h d'iSt (QJza Xj_ 1) '

(18)

Case 3. j,<w=1[ <j,_, (for some s, r). In this case the proof of the
estimate

4 CI‘IJI _‘1;'2|
" dist(g,, X7)

is similar to the proof of (15), (17), (18) and is left to the reader.
Since

(19)

PPN PO ~ -~ ~ Clq_] —qul
\P+ P, _,...P|=|P- P; ...P;|< Lt
it g %1 o’ \dist(‘b‘z, X"
< C|‘Ijl“‘b'2| < Clg;, —4;,!
= dist(qy,, X7~ dist(q;,, X/7)

we have (L1k) from (13), (19).
In this way we can construct inductively a stratification which satisfies
(11) for j = —1, in other words a Lipschitz stratification.

1

)

7. Some remarks

The same proof works for germs of closed semi-analytic sets, but it fails in
the sub-analytic case. So the problem of the existence of a Lipschitz
stratification for sub-analytic sets is still open. The second problem is to
construct a global Lipschitz stratification, for compact sets for example. It
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seems to be difficult because the Lipschitz stratification constructed above is
not “canonical”. For example, if X = {(x, y, 2)eR?; y*+z? = x*} then X2
= X, X' = X° =0} is not a Lipschitz stratification. To obtain a Lipschitz
stratification we must choose for X' any curve satisfying C(X') o x-axis

ZA y

Fig. 3

(Co(X") denotes the tangent cone to X' at 0). (The best general reference to
this problem is Mostowski [2]). The methods of Mostowski [1] and the

above enable us to construct a global Lipschitz stratification in the algebraic
affine case.

I would like to thank Tadeusz Mostowski for calling my interest to the
problem and many valuable suggestions.
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