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A  simplified characterization of an open m-arrangement

The axioms which define an m-arrangement are given in [1], 3.1-3.9, 
and the concept of an open m-arrangement is discussed in [1], chapter IY . 
The purpose of this paper is to give a substantially simpler characteri
zation of an open m-arrangement than is given in [1]. Specifically, we 
shall prove

Theorem. Let X  be a topological space with geometry G of length 
m— 1 >  0. Suppose

(i) F° =  {{x}\xeX}.
(ii) I f  f  is a (h—l)-flat and g is a Тс-flat with f  a g, then f  disconnects g 

into two convex components which are open in g, 1 <  h <  m.
(iii) Each 1 -flat is connected.
(iv) I f  f  is an (m - l ) - f l a t ,  then we call the components of X —f  half

spaces of X. The collecton of half-spaces of X  forms a subbasis for the 
topology of X.

Then X  and G form an open m-arrangement. Moreover, i f  X  is a space 
with geometry G such that X  and G form an open m-arrangement, then 
X  and G satisfy properties (i)-(iv).

Proof.  We first prove that if a space X  together with geometry G 
on X  of length m— 1 satisfies (i)-(iv), then X  and G form an open m-arran
gement. (i) is 3.1. Since every point of X  is a cut point of any 1-flat which 
contains it, if X  and G do form an m-arrangement, then this m-arrange- 
ment must be open, (iii) is 3.3. The proof that the other axioms in the 
definition of an m-arrangement are satisfied is broken down into propo
sitions and lemmas each of which refers to the situation cited in the 
theorem.

Proposition 1. Each flat is closed.
Proof .  Prom (ii), any (m— l)-flat is closed. Any г-flat, 0 <  i  <  m —2, 

is the intersection of finitely many (m— l)-flats and hence is closed. Of 
course X  and 0  are also closed.
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Let x and у be distinct points of X. Then f x(x, y) — {x} =  A x w Bx, 
where A x and Bx are disjoint, non-empty, connected subsets of f x{x, y) 
which are open in f x{x, y). Similarly, f x{x, y) — {y} =  A y w By. Suppose 
yeAx and xeAv. Define \xy\ =  {x, y} (Ax n  A y) =  C1AX n Q\Ay. Then

Proposition 2. \xy\ is closed and connected.
Proof .  \xy\ is closed since it is the intersection of two closed sets. 

Suppose B x n  B y Ф 0. Then Bx w ClBy is connected, and hence must 
be a subset of Bx. This contradicts the assumption that yeAx. Therefore 
Bx n By =  0. Suppose \xy\ is not connected. Then \xy\ =  F  w F',  where F  
and F '  are closed, disjoint, non-empty sets. I f  {x,y}  c  F, then f x(x, y) 
== (ОШ* w F )  kj (C IB у w F' ), hence is not connected. I f  xeF  and y e F j  
then f x{x, y) =  (ClBx ^  F )  w (ClBy w F' ) ,  hence is also disconnected 
a contradiction in either case. Therefore \xy\ is connected.

Proposition 3. f x(x, у) =  Bx ^  \xy\ w By; moreover, Bx, \xy\, and 
By are pairwise disjoint.

Proof .  Suppose zefx{x, y )— (Bx ^ By). Since z$Bx, zeA x w {x}, and 
since ziBy, zeAy w {y}. Therefore ze\xy\. Prom the proof of proposition 2, 
we have Bx n  By — 0. It follows easily from the definition of \xy\ that 
\xy\ n Bx — 0 ~  \xy\ n By.

Corollary 1. A x =  (\xy\ — {x}) ^  B y and A y =  (\xy\ — {y}) ^  Bx.
Proof .  We show that A x =  {\xy\ — {x}) w By\ the proof for A y is 

analogous. From proposition 3 we have f x{x, у) — {ж} =  A x w Bx 
=  ({\xy\ — {x}) w  By) KJ Bx. Since A x n Bx =  0  =  {{\xy\ — {x}) w  Bv) n Bx, 
it follows that A x =  (\xy\ — {x}) By.

Corollary 2. \xy\ is irreducibly connected between x and y.
Proof .  I f  te \xy\ — {x, y} and [xy\ — {t} is connected, then f x(x, y) — 

— {t} — C\BX w (\xy\ — {t}) w Cl By is connected, contradicting (ii).
Let / be any 1-flat and x0ef. We define an ordering <  on f  as follows: 

/ -  Ы  =  A B, where A  and В are disjoint connected subsets of /. 
x0 <  у for any ye A. z <  у for any zeB and yeClA. For any wef— {x0}, 
let Cw be the component of /— {w} which contains x0 and JDW be the other 
component of /— {w}. For z , z ' € B , z < z '  if z' eCz. For y,y 'eA, у <  у' 
if yXBy.

Proposition 1. <  is a total ordering on f.
Proof. Let x and у be distinct points of / and suppose x -К. у \ we 

show that у <  x. Since x 4; y, it is impossible to have xeB and ye A. 
I f xeA  and yeB, then у <  x-, therefore we have only to consider the 
cases when x and у are either both in A  or both in B. Suppose x and у 
are both in A;  the case when x and у are both in В is analogous. Since 
x у, у 4Dx, hence we must show xeBv. Now if xeCy, then from Prop-
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osition 3, Corollary 1, we have Gx — {\xy\ — {y}) w B y. However, since 
xQ4Dy, it follows that x0e\xy\ and hence is a cut point of \xy\ by Propo
sition 3, Corollary 2. This implies then that x and у could not both be 
in B, a contradiction. Therefore xeBy, hence у <  x. Suppose x <  у and 
у <  x with both x and у in A. Then yeBx and xeBy, hence f i ( x ,y )  
=  Cx w \xy I w 0  ̂ with Од; Pł Oy — 0. But *̂ o ̂  ^  Gŷ a contradiction.
Thus if x and у are both in A, it is impossible to have x <  у and у <  x 
simultaneously; moreover, it is easily seen that if x <  у or у <  x, x Ф y. 
The same conclusions can be drawn in an analogous manner if x and у 
are both in B.

It  remains to be shown that <  is transitive. Suppose x <  у and у <  z. 
The only eases of consequence are when x, у and z are either all in A, or 
all in B. Assume x, у and z are all in A ; the proof for В is analogous. Since 
x <  y, yeBx and у <  z imply zeBy. Since y€Bx, x*.Gv\ for if xeBy, then 
this would mean that x <  у and у <  x, a contradiction. Then by Prop
osition 3, Corollary 1, f  — Gx ĵ \xy\ w B y with Cx r\ B y =  0. I f  zeBy, 
then zĄGx, hence zeBx’, thus x <  z.

Proposition 5. f  with the ordering as described above has the order 
topology.

Proof .  I f  xef, it is easily verified that if xeB, then Cx — {w\x.< w}. 
I f  x =  a?0, then A — {w|a?0 <  w}, and if x eA , then Gx =  {■w\w <  x}. 
Bx can be characterized in an analogous manner by means of the ordering. 
This leads at once to \xy\ — {x, y} =  {w\x <  w <  y) (assuming x <  y), 
hence \xy\ — {x, y} is' open in both the induced and order topologies on /. 
On the other hand, because of (iv), the collection of such subsets of / 
forms a basis for the topology on /.

Proposition 6. A subset W of X  is convex i f  and only i f  given any 
two points x and у of W , \xy\ <=. W.

Proof .  Suppose \xy\ a W for any x, yeW ; let / be any 1-flat and 
W,Zef гл TP. Then \wz\ a f  TP and \wz\ is connected, hence f  rs TP 
is connected. Therefore TP is convex. On the other hand, if x, ye TP and 
\xy\ ф TP, then f i { x ,y )  гл TP is not connected, hence TP could not be 
convex.

Corollary. The intersection of any family of convex subsets of X  is 
convex.

Therefore because of Proposition 1, G is a topological geometry on X  
X  (3.2).

Proposition 7. X  is locally convex (3.4).
Proof. Proposition 7 follows at once from Proposition 6, Corollary, 

and (iv).
Proposition 8. I f  x, у and z are points of a 1-flat f, then \xy\ w \yz\ 

=  \®У\, \yz\, or \xz\.
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(Once it has been established in Proposition 10 above that \xy\ — xy, 
this proposition becomes 3.5.)

Proof .  Proposition 8 follows from the total ordering of / together 
with the fact that if x <  y, then \xy| =  {w\x <  w <  y).

Let S =  {x0, ..., xk) be a linearly independent subset of X.  Set 
Si — S — {Xi}. By (ii), fk-i{Si) disconnects f k(S) into convex components A t 
and Bi. We shall assume XieAi.

Proposition 9. a) /*_i($i) is a minimal disconnecting subset of f k(S).
b) FrAi =  FrBi =  f k- i (Si ) ,  hence C li,  =  Ai  w/*_i(#i).
c) C lij  is convex.

Proof ,  a) Suppose weAi, zeBi and yzfk~\(Si). Then \wy\ ^ \yz\ 
is connected, hence fk(S) — {y}) is connected. Therefore f k- i (S i )
is a minimal disconnecting subset of f k{S).

b) Let w zfk_i {Si). I f wjFrAi,  then some neighborhood U of w either
does not meet Ai, or does not meet Bt. Suppose U does not meet Ai. Choose 
z ĴBi. Then ^ , z'} 0, or -Bi would not be convex. Then f x (w, z)
=  ((/ ^  U) KJ ( f  r\ щ  ^  (/ hence ,/i j is not connected,
a contradiction. Each neighborhood of w can thus be shown to meet 
both Ai  and Вi. Since Ai and Bi are open, fk_i{Si) — Fr Ai =  Fr B^

c) Suppose x, ytQIAi. I f  x, y€fk_ x(Si), then \xy\ с  f x(x, у) a f k_ x(Si).
I f  x,yeAi,  then \xy\ a Ai since Ai is convex (Proposition 6). Suppose 
xefk_ 1(Si) and yeAi. I f  \xy\ ф Cl Ai, then there is we\xy\ гл Bt. But then 
\wy\ f k_ x(Si) A 0 ;  this implies that \xy\ intersects f k_ x(Si) in two dis
tinct points (mice f k_i(Si) would disconnect \xy\) and hence \xy\ c= f k_ 1(Si), 
a contradiction. Therefore in all cases, \xy\ <= CL4.*, hence by Proposi
tion 6, G\Ai is convex.

We continue to let S =  {xQ, ..., xk} be a linearly independent subset 
of X  and Si =  S — {xi} ; Ai and Bi will be as previously defined. Let

к к к
Y  =  H e l i * .  Set I ( Y )  =  r \ A i, U i Y  =  f k- i (S i )  ^  Y, and B (Y )  =  \J E lY.

i=o i= 0 г=о

Lemma 1. I ( Y )  =  Y - B ( Y ) .

Proof .  Since Y  is the intersection of closed sets, C1Y =  Y. From 
Proposition 9, b), we have B ( Y )  cr FrY. But I ( Y )  is an open subset 
of Y, hence I ( Y )  a Y°, where Y°, denotes the topological interior of Y. 
Thus I ( Y )  =  Y — B ( Y )  follows from the equality Y° — C1Y — FrY.

Proposition 10. a) C ( S f =  Y. 

b) Y  =  (J {Xiy\ yeE1 Y }, 0 <  i <  k.

Proof .  We first prove a) and b) for к =  1 and к — 2. I f  к =  1, 
then Y  =  \oo0xx\, which is irreducibly connected between x0 and xx. It  
follows then that \xQxx\ =  G({x0, aq}) =  xQxx. b) is trivially true for к =  1.
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Suppose к =  2. For any &, C(8) c  Y  since Y  is a convex set (since Y  
is the intersection of convex sets) which contains 8. Suppose we Y —G{8). 
Since fi(ocP,w) disconnects f 2{8), f x(x0, w) гл E° Y  Ф 0. We prove this 
last statement as follows:

Fig. l

E° Y  — fx(xlt x2) ^  Y  =  x2) гл (СМ Х ^  C U 2) (since /x(a?3, x2)
c= СЫ0). From this it follows easily that E° Y  — \xxx2\ — xxx2. From the 
fact that fx(xx, x2) disconnects f 2(B), it can be shown that fx{xx, x 2) rs 
r\ (C li i  ^  Cl^g) —■ 00-̂00% disconnects  ̂/л CIA2. For if xxx2 did not 
disconnect СЫ^ n .C li2, then it follows that f x(xx, x2) would not discon- 
nect f 2(>S). The components of (CL!.! ^  СЫ2) — xxx2 are Y — xxx2 and 
B0 01-42 014-2* Both components arc in fact convex.

Let h be that component of /i(a?0,w ) which contains w. Then 
h ~  fx (Xq , w) (C U X r~\ C\A2). I f  h 00-̂00% — 0, then 00 2 OO2 does not 
disconnect h; hence Ji <= Y —XxX2. But it can be shown that h disconnects 
C lAx r-\ CLd_ 2 and Ji cannot disconnect CldLj гл СЫ2 if h c  Y. Therefore 
we have Ji ^  хгх2 =  f x{x0, w) xxx2 Ф 0. Suppose uefx{x0, w) ^  E° Y. 
Then wex0u. On the other hand, E °Y  — xxx2 — F°G(8). Therefore 
wex0u cz G(8), a contradiction. Similarly, if weY, then there is ueE°Y  
=  F°G (8) such that wex0u] given any ueEQY, x0u c  Y  since Y  is convex.
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Thus Y  =  \J{x0u\ ueF°C(S)  =  E°Y}. Similarly, Y =  \J {XiUlucFTY}, 
i  =  1,2.

We now assume that Proposition 10 has been proved for 1 <  j  <  k — 1. 
In order to complete the proof of Proposition 10, several lemmas will 
be used. These all refer to the situation described in Proposition 10 and 
its preceding remarks.

Lemma 2. E { Y  =  =  0(& ), 0 <  i <  к.

Proof .  Lemma 2 is trivially true for к =  1. I f  / is any ft-flat, then 
the subspace f  with geometry Of (of length к — 1) satisfies (i)-(iv). Now 
Si c-  fk_i(Si), hence by the preceding observation, the definition of E l Y, 
and the induction assumption, E l Y  =  C(Si) — F lC{S).

Lemma 3. Suppose w e l (Y )  and f  is any (k - l ) - f l a t  which contains w. 
Then f  disconnects Y.

Proof .  / disconnects ./*($) into convex components A  and B. I f  / 
does not disconnect Y, then Y —/ c: A, or Y —f  с Б; assume the former. 
Since X —B ( Y )  =  I ( Y )  w [ X — Y) and X — Y  is non-empty (since each 
Bi is non-empty) and open, B ( Y )  disconnects X. Choose zeB. Then zw r\f  
=  {'w}. But zw ^  B ( Y ) ^ 0  since B (Y )  disconnects zw. Therefore weB(Y),  
a contradiction.

Lemma 4. I f  / ^  ln tF lC{S) Ф 0, then f  f k_ L(Si) is a (k-2)- f la^  
which disconnects E l Y  — F lC(S).

Proof .  /*($)—/ — A  w В as usual. Then Y —f  — (А гл Y) w 
(B Y). I f  E  Y —f  is connected, we may suppose it to be a subset 

of A. Let g be a (k — 2)-flat in /*_х($г) with f  гл f k_ x{Si) c  9• Choose 
rs E % Y\ this intersection is non-empty since g disconnects 

E l Y  by Lemma 3 while / does not. Choose ueB r\ Y. Then uz r\ g — {s}, 
but uz r\ f  Ф 0 since f  disconnects uz. Therefore uz c  g, a contradiction 
since zeB Y, but g ^  Y  c  A  Y.

Since a (k— 2)-flat is a minimal disconnecting subset of a (k—l)~ 
flat, / ^  fk_i{Si) is a {k — 2)-flat; and if a (k — 2)-flat disconnects Е г Y  
— C(Si), it can be shown to be a minimal disconnecting subset.

Lemma 5. Suppose f  is a (k - l ) - f l a t , F 1(F°C(S )) a fan d f  r\ I ( Y ) Ф 0. 
Then f  r\ x0xx consists of exactly one point z and f  Y  =  C({x2, x37 ...
..., xk, z}).

Proof .  The lemma has already been proved for к =  2. Assume it 
is true for к— 1 > 2 . I f  f  rs xQxx Ф 0, then it can be shown that f  does 
not disconnect Y, contradicting Lemma 3. Since х0хх Ф /, the intersection 
must consist of a single point z. Because of the induction assumption, 
Y  f  =  C({x2, x3, ..., xk, z}) (cf. the proof of Lemma 2).
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Proof of Proposition 10 completed: It follows from Lemma 5 that 
Y =  (J [C({x2, ..., xk, z})\zex0xx\. By the induction assumption b), 
for any C({x1, . . . , x k, z}) =  U  {xzv\veF2C({x%, ..., xk, z}). We
already have E l Y  =  C(8i) <= 0(8), 0 <  i <  k. How E 2Y — F 2C (8)
=  U  [ F 2C({x2, . . . , x k, hence Y  =  (J {x^v\veE2Y  =  F*C(S)}
с  C{8). An analogous proof could be used to show Y  =  U  {xtv\ veFlC(8)}, 
0 <  i  <  h. Therefore a) and b) hold for fc and the proof of Proposition 
10 is complete.

Fig. 2

The following results follow immediately from what has been done 
so far.

Proposition 11. a) F rY  =  В (Y )  =  Bd(7($) (3.8).
b) I f  f  is a 1-flat i n fk(8) such ihatf r\ hń,F°0(8) Ф 0, then f  гл 1пШ($) 

— f  rs I { Y )  Ф 0 .  (For i f  not, then one component of f k(8 )—f  would not 
be convex.) (3.7).

c) I f  f  is a (Jc — 1 )-flat contained in a к-flat f  and 0(8)  is a 2-simplex 
in f  such that f  intersects the interior of one face of 0(8) in a single point, 
then f  intersects another face of 0(8)  also.

Using the results of [2] and c) in Proposition 11, we have that X  and G 
satisfy 3.1-3.9, hence X  and G form an m-arrangement.
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Suppose now that X  and О form an open m-arrangement. Then (i) 
is 3.1 and (iii) is 3.3. (ii) follows from 3.25, 4.1, and 4.4.4 of [1], while (iv) 
follows from 4.6 and the following proposition.

Proposition 12. I f  8 — {ж0, ..., xm} is a linearly independent 
subset of X , let Ai  be that component of X —f ( 8 — {xi}) which contains

Ш

Then П  Ai  =  IntC(S).
i=0

Proof .  I f  zelntC(S), then it is easily shown that XiZ <= C(8 )—f i {8—
m m

— {Xi}) cz Ai ]  thus IntC(S )  c= f j i ; .  I f  у ef )  Ai — Int(7($), then some
г=0 i=0

m
neighborhood V of у must lie entirely in П  Ai — Int(7($). For if not,

i=0
then some net of points of Int(7($) must converge to y. Then у eCl(lnt(7($)) 
=  G(8). But then yeB&C{S). However, since any face F lC{8) of C(8)

Ш

is in fm_ i { 8 — {х }̂), у could not be in Ai. Therefore Q  A i— IntC(8)  is
m г= о

open as is IntO(^). Then P) Ai is not connected, contradicting the fact
г-0

ш m
that it is convex. Therefore П  A i — IntC{8) — 0, hence П Л С IntC(8).

ъ=о г=о
This completes the proof of the main theorem.
The following examples illustrate the independence of (i)-(iv). It  is 

of course realized that (ii) is really several axioms. No attempt is made 
here to fully analyze all its parts or the independence thereof.

Independence  of (i). The usual spherical geometry on the 2-sphere, 
i.e. the 0-flats being pairs of antipodal points and the 1-flats being great 
circles.

Independence  of (ii). Let X  be the union of the x and y-axes in 
the coordinate plane with the usual topology. Let G =  {F ~l , F 0}, where 

=  {{®}l xeX\. Then each x e X  disconnects X  into at least two compo
nents each of which is convex; moreover, the collection of these compo
nents forms a subbasis for the topology on X.  Of course (0,0) disconnects X  
into four components rather than two.

Let E 2 be the coordinate plane with the usual geometry, but with 
the coarsest topology which makes each line a closed set. Then each line 
does not disconnect E 2, but the collection of sets of the from E 2—f, where/ 
is a line, forms a subbasis for the topology on E2.

Independence  of (iii). Let X  — {1 ,2 ,3 }  with the discrete topology 
and F° — {{ix}\xeX}.

Independence  of (iv). Let E  be the set of real numbers with F° 
=  {{x}\xeE\. Let a subbasis for a topology on E  consist of the open inter
vals together with {x\x is a rational number in (0,1)}.
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