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Introduction
The functional equation
1) F(A-B)=F(4A)-F(B),

where A and B denote n X n matrices, ¥ is an m X m matrix and the dot
denotes the multiplication of matrices, plays an important role in the
theory of geometric objects and in the theory of invariants. This equation
has been studied by many authors. For some values of » and m it has
been solved, under strong assumptions of regularity of the function F,
by O. Perron [12], P. Reisch [13] and I. Schur [14], [15], [16].

Without any regularity supposition about the function F equation (1)
has been solved for » = 2, m =1 by S. Golgb [3]. The result of S. Golab
has been generalized to the case of m =1 and an arbitrary »n by the first
of the authors of the present paper [7] (cf. also [5], [10], [17]).

In the general case (m,n arbitrary) equation (1) has been solved
by S. Kurepa [11]. However, though the author makes no assumptions
concerning the regularity of the function ¥, he imposes on ¥ conditions
of another kind (invariance under some operations), as a result of which
he does not obtain all solutions of equation (1). Thus the problem of
solving equation (1) in the general case, without any supposition whatever
about the required function F, remains open.

In the present paper we consider equation (1) for m =n = 2. ()
Below we shall find all solutions of equation (1) in this case, making no
suppositions about the required function #. We shall assume that rela-
tion (1) holds only for non-singular matrices A, B.

In the sequel we shall not repeat that we consider equation (1) for
m =n = 2. We shall always use capital letters (Latin as well as Greek)

(*) We assume that the elements of all the occurring matrices are real.
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2 M. Kucharzewski and M. Kuczma

to denote 2 x 2 matrices, while scalar values will be denoted by small
letters. The only exception will be the letter A4, which will be used to
denote the determinant of matrices (i.e. a scalar). We shall denote by
the dot the multiplication of matrices, while to denote the multiplication
of scalars we shall not use any sign.

We shall adopt the following short notation:

at |1 0! 00 _aflo
- pEl0a o ool =*aal:
- a0l a|-1 0 af—10 all o
et w3 wedy vef
and
_lo(@) O

where @(z) is an arbitrary function satisfying the functional equation

(1) o(zy) = p(2)p(y) .

(Such functions will be called multiplicative).

I. Preliminaries

In the sequel we shall frequently make use of the following theorem
of S. Golgb [3]:

If a function f(A) satisfies for all non-singular matrices A, B the
functional equation
(3) f(A-B) =f(A){(B),
then

H(4) = ¢(4),

where A denotes the determinant of the matriz A and ¢ (x) i8 a multiplicative
function (i.e. satisfying equation (4)).

We shall also need the following lemmas (see e.g. [2], p. 210 and
following):

LeMvA I. Equation (%)
(6) X- X=X
has the solutions
lin
-' l‘z{[n 7T,

% A ‘,
hx Bm#iant (cf. [2]).
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LeEMMA II. The equation

(7) X X=E
has the solutions
(8) X=-E, X=K, X=C-M-C,

where C is an arbitrary non-singular matrizc.

DEFINITION. Two matrices A and B will be called similar (cf. [2],
p. 64) if there exists a non-singular matrix € such that 4 = C-B-C".
One can easily verify that if a function ¥ (A4) satisfies equation (1)
and C is a non-singular matrix, then C-F(4)- C~" also satisfies equation (1)
(in other words, a function similar to a solution of (1) is also a solution
of (1)). This fact will turn out to be very useful in our further proceedings.
The reader will easily verify the following

LEMmA III. If a,, # O, then

|
Gy Gy 10 a; 0 1 0 1 -:%: |
_A_ —_— p— . . - ]
as a4
0,21 aaz 'a'u. 1 O 1 0 'a—u O 1 ]

where A denotes the determinant of the mairixz A.

II. Singular solutions of equation (1)

Although for applications only non-singular solutions of equation (1)
are important, for the completeness of the results we shall determine
also singular solutions.

If the matrix F(F) is singular, then from the relation

(9) F(4) =F(E)-F(4)

(easily resulting from (1)) it follows that ¥ (4) is singular for all matrices 4.
On the other hand, if F(F) is non-singular, then F(A4) is non-singular
for all non-singular matrices A. Indeed, if there existed a non-singular
matrix A4, such that #(4,) would be singular, then F(E) = F(4,) - F(4,"
would also have to be singular, which is a contradiction.

The matrix F(E) is evidently idempotent. Among the solutions of
equation (6) only X = F is non-singular. Matrices @, & and those gimilar
to the latter are singular and thus represent the values that may be
assumed by singular solutions of equation (1) for A = E.

If F(E) = 0O, then it follows from relation (9) that

(10) F(A)=0
lt
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for all matrices A. Thus let us suppose that F(E) = C-£-C~" and let
us put F*(4) = C'-F(A)-C. The function F*(A) evidently satisfies
(like F(A)) equation (1) and moreover

(11) F*E) =E.

Since F*(A) satisfies (1), we have according to (11)
(12) F*A) =F*A)-E, F*A)=E -F*A).
Let

FY4) =

) fuld)]
ful4) fu(4)

Thus we have from (12) f;2(4) = fu(A4) = f:2(A) = 0 and consequently
Py | o) 9

Inserting again F*(4) in (1) we obtain the relation

fu(4 - B) = fyy(A) fu(B)
and thus by the theorem of S. Golab we have f,(4) =¢(4), where
4 =det A and ¢(x) is a multiplicative function. Of course

F(4) =C-F¥4)-C* = o.“g(d) gu, o,

which may also be written in the form
(13) F(A) =®(4)-C-E-C*.

Thus finally we have obtained formulae (10) and (13) as the general
singular solution of equation (1).

III. The functions G(x) and H(z)

§ 1. Now we are going to determine non-singular solutions of equa-
tion (1). Thus in the sequel we shall assume that

(14) F(E)=E

and consequently the matrix #(A4) is non-singular for all non-singular
matrices A. Equation (1) is supposed to be satisfied for all non-singular
matrices 4, B.

We put

(15) G(x) 2 F(

z 0
0 1")’ @0,

o 22(1)
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It follows from (1) and (14) that the function G(z) satisfies the equation

(17) G(wy) = G()- G(y)

and the condition

(18) G(1)=E,

and that the function H (=) satisfies the equation
(19) H(z+y) = H(z)- H(y)
and the condition

(20) H©)=E.

Moreover from the evident matrix equalities

ch 10 _ a:O__lO_a:O
01| oy 1| oy 1] (v 1] [0 1
follows the relation
(21) G(z) H(zy) = H(y)-G(x), o#0.

The continuous solutions of equation (17) have been determined
by A. Balogh [1]. In quite a similar manner one can find all solutions
of equation (27), without any suppositions about the function G(z)
(cf. [9]). The continuous solutions of equation (19) (which can easily be
reduced to equation (17)) have been given by G. Hajés [4] and F. Karteszi
and F. Zigny [6].

§ 2. LEMmA IV. If a function F(A) satisfies (for mon-singular A
and B) equation (1) and fulfils condition (14) and the relations

I 4| | B PO (P Rl
then for A = Z: ::: such that a,, # 0
(23) F(4) =G(4),

where A — as usualy — denotes the determinant of the matriz A.

Proof. We have on account of lemma IIT and relations (1), (15),
(16) and (22)
_ g% ¢(4). g%
F4) _H(an) & (@) G(an) " au)’
whence by (17)

(24) F(4) =H(%)»G(A).H(%f).

1
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Now let us put in equation (1)

o ol
lla 0"_

0 a
(a arbitrary, different from zero). We have 4 - B = z a
It follows from (24) that for A, B defined by (25) we have
F(A-B) = H(a?-G(1)- H(0),
F(4)=H(0)-6G(1)-H(0), F(B)=H(1)-G(1)-H(0),
whence by (18) and (20) |
(26) H(e*) =HQ1)2H,.

(25) A =

It follows from equation (19) and condition (20) that

(27 H(—z)=H \(z).

Moreover, we have by (19) (for £ > 0 and v > 0) and (26)
H,=H, H,.

Thus according to lemma I H,, being non-singular, equals E, whence
on account of (26), (27) and (20) we obtain

(28) H(z) =F for all .

Formula (23) results immediately from (24) and (28).

IV. Non-singular solutions of equation (1)

§ 1. Since J:J = E, according to (14) F(J) fulfils equation (7).
Thus by lemma II we may assume that one of the following possibilities

(29) F(J)=E,
(30) FJ)=K,
(31) FJ)=M

occurs, for otherwise we could find & function similar to ¥(A4) satisfying
equation (1) and assuming for X =J one of the values ¥, K, M.
Now we shall prove
LEMMA V. If a function F(A) salisfies (for non-singular A and B)
equation (1) and fulfils condition (14) and one of relations (29) and (30),
then for A =“““ %2l such that a,, = O relation (23) holds.

21 Qoo
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Proof. It is enough to show that relation (29) or (30) implies rela-
tions (22). But it follows immediately from the relations

) 7ol =3l
@ 18 X

and from the fact that both the matrices ¥ and K commute with every
matrix.

The most difficult case F(J) = M has remained to be considered.
This will be treated in the mext sections.

§ 2. Now we shall discuss case (31). We start with determining the
value of G(—1). It evidently fulfils equation (7) and thus, by lemma II,
is one of matrices (8). We shall show that neither

(34) G(—1)=E,
nor
(35) G(—1) =K

can occur. For an indirect proof let us assume for the moment that rela-
tion (34) holds. Matrices J and M are similar, and thus also F(J) and
F(M) = G(—1) are similar. But this is a contradiction, since M and E
are not similar. Similarly, the assumption that (35) holds leads to the
nonsensical conclusion that the matrices M and K are similar.

Consequently G(—1) is similar to M. Since the trace and the deter-
minant of a matrix are invariants of similarity, we have

a b

(36) 1) =7 "

From the equality

all’ a*+be=1.

MJM-J=JdJ-M-J-M
it follows by (31) that

G(~1)-M-G(—1)-M =M -G(—1)-M-G(—1).

Inserting (36) in the above relation and comparing the corresponding
terms, we obtain ab = a¢ = 0, whence in view of (36) it follows that
G(—1) must have one of the forms

0b

1
50

§ 8. Now we shall determine @ () (still under the assumption that (31)
holds). The matrix G(—1) is similar to M:

(38) G—1)=Y-M-YT'.

(37) G(—1) = b#0), G-1)=M, G—1)=N.
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In view of (37) Y may be chosen as one of the matrices

(39) Y=E, Y-=J.

i

We shall make use of this fact later.
We put
(40) Gz) LY Q) Y.

G*(z) satisfies equation (17) and thus
(41) G*(z) G*(—1) = @*(—1) G*(x) .
By (38) we have G*(—1) = M. Let us write

Ju(®) gia(2)
Ian(®) gulz)|’

From (41) it follows that g,(#) = gu(e) =0. Writing y(2) L g,(2),
(@) 2 g.(z) We obtain

G*z) =

» _ y(z) O
(42) @ =" oo
and hence according to (40)
(43) Gr)=Y- ”’(()“”)q)&)“- Y!

Since G*(x) satisfies (17), the functions y(2) and ¢(x) are multiplicative.
§ 4. Now we shall determine H(z). At first we shall show that
(44) detH(z)=1.

The function f(A4)-2 detF(A) satisfies equation (5) and consequently,
on account of S. Golgb’s theorem

H(A) = y[det 4],
where x(x) is a multiplicative function. Hence

det H (x) =f(”i g”) =z(1).

Putting # =y =1 in equation (4) (with y in the place of ¢) we get x%(1)
= y(1), whence either (1) = 0 or (1) = 1. But since H (z) is non-singular,
necessarily y(1) =1, whence (44) follows immediately.

Let us put £ = —1 in relation (21). We obtain

G(—1)-H(—y) = H(y) G(—1),
whence, since H(—y) = H \(y),
G(—1) = H(y)- G(—1) - H(y) -
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By (38) we get hence

(45) Y MY '=H@y) Y M-Y'Hy).
Writing

(46) HYz) X Y ' Hz) Y

we have by (45)

(47) HYy)- M = M- {H*y) .

Let

« hiu(y) hia(y)
m() = | |

Since by (46) and (44) det H*(y) = detH(y) =1,
o1 _ || Pea(¥) —Raa(Y)
™ =) |

Thus we obtain from (47) h,(y) = hx(y). Further, we have on account
of (21), (43), (46)

I ol i )
e Ml )
Hence

¥(@) by(7y) w(w)hu(wy)” "'P(Q)hu(y) ¢ (2) hu(y)“
¢ (@) ha(2y) (@) hn(2y)]  Hv (@) ha(y) ¢(2)hn(y)

p(@) hu(vy) = v (@) hu(y) ,
(48) P (@) hio(@y) = @(@) h1a(y)
¢ (@) hn(2y) = (@) ha(y) -

Putting ¥ =1 in relations (48) and writing shortly
dy L hu(1), dFhy(l), &= hyl)

an

and
ula) & y(@)

g(z)’ 270,

we obtain (for z # 0)

hal@) = doy (@) = 2

,“Tw)’ hoy(®) = dop\T)
The function x(z) is evidently multiplicative, i.e. satisfies the equation

(49) pl(oy) = p(@)u(y) .

Now we are passing to our proper task, to the finding of the unknown
function F(4).
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§ 5. We must distinguish four cases.
1. d,d, # 0. The function H*(x) satisfies — like H (x) — equation (19).
Thus since
1
| (%) [ 1
| i +ad,C Y ad |+ ——
P u@ T e@ T s

doa 1) + ()] do+d1d2"f;’§

H*(z) H*y) =

and
g &
H*x+y) =

0
I dyu(z+y) dy |
we have in particular

(50) &+ dyd, Y g; d
and
(61) dodo[ (%) + p(y)] = dop(z + )
Moreover
(62) detH*(z) = dy—d,d, = 1.
Putting in (50) x =1 we obtain
do—ds
ply) = ad; = const,

whence, in view of the fact that the function u(z) satisfies equation (49),
it follows that

(53) ulr) =1.
Hence we have, according to (51),
(54) dy = 1.

From relations (50), (53) and (54) we obtain d,d, = }, while (62) and (54)
imply d,d;, = —3%. Thus we have got a contradiction, which proves that
the case d,d, # 0 cannot occur.

2. d, =0, d, #+ 0. Then the function H*(x) takes the form

H*(x) = d, #0,

lasier @
where, since det H*(x) =1,

do=1.
We obtain from equation (19)
I & 0
dods[ (@) 4+ p(9)] d

=u d, 0”
dou (2 4-y) dou.’




On the functional equation F(A-B)= F(4)-F(B) 11

whence

(55) dy = d

and

(56) dope (2 +y) = dodo[ (@) + p(y)] .

It follows from (53) that dy = 1. Consequently we have by (56)
(57) @ +y) = pl@) +uy) .

From (49) and (57) it follows (cf. e.g. [8]) that u(x) = x. Thus we obtain
wo-|,

and relation (58), found under the assumption z # 0, is evidently valid
also for z = 0.
The function G*(z) now has the form

o e

where @(x) denotes matrix (3). Thus, on account of lemma IIT and rela-
tions (31), (32) and (33), we have for 4 = G G

5%

?

“:(D(w)-“gg

with a,; # 0:

F(4) =H(Zl—")-G(a1,)-M-G(§n)~H 21—1:)-1;[,

1

i.e., according to (40), (46), (58) and (59),

1 0 a, Ol
— - . - -_lo . . _1n .
(60) F(A)=9(4)-Y 3% ll Yy YT -MYx
an !
4, 1 0
Xy |-¥ X a,% 1 XYM
01 ay
Now we put
(61) FA) 2 Y ' F(A) Y.
Then we have from relation (60)
a, 0 | ;A- 0
(62) F+A) =d(4)- YrMy | Y Y 'M-Y.
dytyy 1 a2 3
i an

Y may be regarded as one of the matrices (39). Hence it follows that
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either Y '-M-Y=K-J, or Y ' -M-Y=M, or Y !-M-Y =N. Con-
sequently we must distinguish some subcases.
«) Y' M-Y =K-J. Then we have from (62)

’ an 30,5
(63) F¥A) =9(4)- A+ d30,50, -
|d2am an

The function F*(A4) satisfies equation (1); then in particular the relation
(64) F*(A-A) =F%A)-F*(A)

holds. Assuming in (64) A4 =”i :t.l)” we have 4-4 = “i

H and accord-
ing to (63)

2 d,
+

FYA-4) =D(1)- " &
B

2 3

Hence
d=1.
Thus we obtain from (63) two solutions: the first (for d, =1)
(65) FYA) =@(4)- A
and the second (for dy = —1)
an

Mzl _pA)-M-A-M.
— 0y G
Matrices (65) and (66) are similar. Taking into account all similar solu-
tions we can, according to (61), write in the present subcase (d, =0,
d,#0, Y'-M-Y = K-J) the general solution of equation (1) in the
form

(67) F(A)=®(4)-C-A- c,

where C is an arbitrary non-singular matrix.

B) Y ' M-Y=M or Y'-M-Y = N. In both these cases we have
from (62)

(66) FH4) = o(4)-

a 0
[a’zl A ] 1 .
an a1

20 20 .
YTet us choose A =||1 2", B = ‘ 0 2“ Obviously

(68) F*(4) =o(4)- |,
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A-B=B-A= H; 2” and F*(A)-F*B) = F*(B)-F*4) .

|7

Hence, in view of (68)

S T R g e

16 0] |16 ©

8d, 1| |2d, 1|
Consequently d, = 0, which contradicts the assumption d, # 0. Thus the
subcase $) cannot occur.

3. d,# 0, d, =0. In this case our reasoning follows the same lines
as in the preceding case, and finally we again obtain formula (67) as the
general solution of equation (1) in case 3.

4. d, =d, = 0. Then

4 0
2d, 1

i.e.

d, 0
* — || 0 —
H(m)"’ Odo’ dg_l’
and
H(z)= Y -H*a) Y = Y- "3’3 R
0

We have further, on account of lemma IIT and formula (43),

oy

ay

A
0 ?(a:)

Since H, commutes with every matrix and H,-H, = F, making use of
notation (61) we obtain from (69)

(69) F(4) =H0-Y-ﬂ""““’ 0 Y.E,1.

Y'M-Y-
Y ‘P(au)u

ofa) o

(70) F*(A):"’(‘;“) O lyray.| Y. M-Y.
@(ay) 0 q)(aﬁ)
11

We must again distinguish two subcases.
«) Y ' MY = K-J. Then

A
) ) = ’I’(“u)‘?(a) 0

o saov(a)|
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1 u

Let us choose A =l' 01

10
y B =”'o 1“ Then
A_B=|l1+uv 'u“
v 1
We have further by (71)

N T 28 5110 §) 0 _
F‘““F“”*h 0 ¢uwum‘E’

l'p(l—!—uv)q)(l—i—lwv) 0 'i

0 o (1+ o)y

F*A-B) =

1+ wo) i
whence, since F*(A-B) = F*(A)-F*(B), we obtain (putting 1+ uv = z)

p(@) _
v(@) ~

i.e. y(r) = ¢(x). Thus we have finally from (71) F*(4) = & (4) and

’

F(A) =Y - d(4)-Y ' =d(4),

for &(4) commutes with every matrix. Therefore in this case we obtain
no similar solutions. The solution obtained is a particular case of

(72) F(4) = G(4),

(where the function G(z) satisfies equation (17)), which we obtained in
cases (29) and (30).

B) Y 'M-Y=Mor Y'-M-Y =N. Then we have from (70)

. ey o |
F‘A”4‘o oD’
whence
V. p(d) 0 ” -1
F“)‘YH o gy ¥

Taking into account also similar solutions we obtain hence

F(4) = 0-”"’(0‘” ¢,

2
¢(4)
which is again a particular case of formula (72).

§ 6. Thus we have obtained formulae (67) and (72) as the general
form of F(A) for matrices A in which a;; # 0. It remains to determine
the form of the function F(A) for matrices A with a,, = 0.
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4=|

and let us choose a non-singular matrix
£

PuF 0, Du# 0, DPuPu—Pub+0,
P12Pealor — PuPa Crz— Pr2 P dee 7 0
which can always be realized. We put

Let
0 ap,

A3y Qg

H (@129, # 0)

| P plz‘
P P22,

in such a manner that

(73) A=|% |ap y.p,
Ty By,
We have
| Pm Pl
T
S _pa pn
= a

and consequently

_ 1
an = ;(Plzpzzan—Pana'lz—Plz'Pmazz) #0,

where 7 = det P.

Now we must distinguish two cases according to the two possible
forms of F(X).

I If F(X)=®(detX)-C-X -0 for matrices X such that z, +# 0,
then
F(P)=®(x)-C-P-C, FPYHY=d(x"-C-P'-C",
F(A) =®(4)-C-4-C",
where A = det A — det4. Thus we have from (73)

F(4) =F(P")-F(4)-F(P),
whence

F(4) = (x)-0(7)-®(4)-C-P7-¢-0-4-07-C-P-C,
ie.
F(A) =®(4)-C-P-A-P-C",

Hence on account of (73)
F(A) =®(4)-C-A-C,

which means that ¥ (A4) has form (67) also for matrices 4 in which a,, = 0.



16 M. Kucharzewski and M, Kuczmsa

II. Similarly, if
F(X) = G(det X)

for matrices X such that x,, # 0, then
F(P)=G(x), F(P)=6(x"), F(d)=6()
and on account of (73) and (17)
F(4) = G(z7")-G(4)-G(x) = G(4),

which means that F(A4) has form (72) also for matrices 4 in which a,; = 0,

JV. The result

Summing up the results obtained we have the following

THEOREM. Let us assume that a function F(A) (the arguments as well
a8 the values of which are 2 X 2 matrices with real elements) satisfies the
functional equation

1) F(A-B) = F(A)-F(B)

for all non-singular matrices A and B. Then we have
(10) F(A)=0

or

{13) F(A) =®(4)-C-E-C*,

or

(67) F(A) =d(AN)-C-A-C",

or

(72) F(4) = G(4).

In formulae (10), (13), (67) and (72) A denotes the determinant of the matriz A,
D(x) is given by

p(z) 0 I
0 o))’

®) o) =
where @(x) =0 is an arbitrary multiplicative function, i.e. satisfying the
equation

(4) play) = p(@)o(y)
G(zx) is an arbitrary (matriz-valued) function salisfying the equation
(17) G(xy) = G(x)- G(¥)

and the condition
10|
(18) GQl)=E =__n_0 II)'
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O and = denote the matrices

n 1
(2) O = )0 0

and C is an arbitrary constant non-singular matrixz (and thus playing in
formulae (13) and (67) the role of a parameter). Forinulae (10) and (13)
give the singular solutions of cquation (1), while solutions (67) and (72) are
non-singular.

On the other hand, as is easy to verify, cach of the functions (10),
(13), (67), (72) actually satisfies equation (1).
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