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INNER SEARCH METHODS FOR LINEAR PROGRAMMING

A class of linear programming algorithms is proposed. They differ from
Simplex and reduced gradient methods in a systematic use of inner (strictly
admissible) search directions. The purpose is to implement the idea that one
Step along a search direction pointing to the relative interior of the admissible
se.t can be more effective than many steps along its relative boundary.
F_lniteness of the algorithms is proved and some computational aspects are
discussed,

1. Introduction. Consider the following linear programming problem,
Called LP. Minimize the cost function x> 4,x subject to xe W< R", where the
admissible set W is a closed and convex polyhedron determined by

(L1) Ax <b, ieC, Ax=b, ieCy,
C,uCp={1,....m}, C,nCr,=@, C,#8@,
AeR,, A, #0, i=0,1,..., m

R (resp. R,) is the Euclidean space of n-dimensional column (resp. row) vectors.
he inner search methods that we wish to present are a class of methods of
dmissible directions and share their general properties (for a brief description
5€e [6]). They can be decomposed into two levels. The upper level algorithm
Ormulates a sequence of problems LLP(k), k = 1,2, ..., which are solved by
the lower level algorithm. LLP(k) has the following form:
Minimize x> a(k)x subject to xew(k) = R", where a(k)eR,, a(k) # 0,
a0d w(k) is a closed and convex polyhedron determined by

Ax < b,, iec,(k), Ax=Db;, iecg(k).
For every k,
Wewk+1) cwk),
cik) e ck+1)=C;  and  cg(k) < cxlk+1) = Cy.

The Sequence is finite and ends with the original linear pogramming probiem.
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For the sake of simplicity the argument k will be omitted. The lower level
algorithm applied to LLP (with w # @) produces a sequence {x"} cw
intended to converge to an optimum. The general rules for its construction are

(1.2) X0 = gD x® — 4@ DI i s 0,

where v” e w is the starting point and d”’ € R" is the search direction of the i-th
iteration. The real s® is determined in the following way:
Let M be the set of all reals s > 0 such that

(1.3) Jje{l, ..., m}: Aj(v(i)_l_sd(i)) — bjs Ajd(i) £0

and Vo 2= 0: N(s) = N(a), where N(o) is the number of constraints satisfied at
v +6d®. Then

O = {maxM if 4,d” <0 and 3s > 0: N(0) < N(s),

(1.4) minM  otherwise.

We assume that c; U ¢ is precisely the set of all constraints satisfied at v
The search direction d® is an admissible descent direction, that is,

ad? <0 and 35> 0: vP4+sdPew.

In the case where N(s”)) > N(0) we proceed to the next, (k+ 1)-st problem with
a new cost vector a(k+1), etc.
Define the relative boundary éw of the admissible set w,

ow={xew: Ve>0 3z¢w: z—x| <e, Aiz=>b, Viec,},

where ¢, =czu{iec;: Axx =b; Vxew}, and the relative interior of w is
w® = w\ow. OW and W° are defined in an analogous way. The idea of inner
search results from an obvious observation regarding the well-known simplex
and reduced gradient methods which also are methods of admissible directions.
In simplex methods, every x is a vertex and [x®, x* D] is an edge of w. In
reduced gradient methods, every d is a projection of a descent direction, e.g.»
—a” on w at v, In both methods, v = x~? for every i. An important
property of both these classes is that the search path, that is, the broken line
whose successive vertices are x, i =0, 1, ..., lies entirely on dw (possibly,
without its first segment in reduced gradient). Now, suppose that v € dw. If we
admit d® pointing to w°, that is,

s > 0: v+ sdPewe,

then generally a greater improvement of the cost can be achieved in the i-th
iteration than if the ray {x: x = v +sd®, s > 0} lies on dw and, in particular, if
d® is chosen according to simplex or reduced gradient rules. This suggests that
methods of admissible directions with search paths which systematically cross
w® may have better convergence. To implement this idea it is necessary to
impose additional conditions on search directions d® and starting points ¢
which guarantee finite convergence and prevent zigzagging. Recall that




























































