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INCOMPLETE HOMOGENEOUS MULTIRESPONSE MODELS:
TESTING OF HYPOTHESES

1. Preliminaries. In our previous paper [2], a method of estimation of
treatment contrasts in the incomplete homogeneous multiresponse model was
Presented. In this paper we consider the problem of testing the hypotheses
Concerning certain linear functions of treatment parameters in this model.

As in the previous paper, we assume here the following model of
Observations:

Ly (y, [v, A’][i], E*),

Where y denotes the vector of observations, [U’, 4'] is the design matrix in

Which U’ is the matrix for all not interesting classifications connected with the

vector ¢ of unknown nuisance parameters, the matrix 4’ corresponds to the

Vector y of unknown treatment parameters, and Z* is an unknown covariance

Matrix. This model is not an ordinary linear model because all n experimental

Units are grouped in u disjoint groups with respect to the observed variables.
hen we can write
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where Y, i=1,2,..., u, are (n;xt;)-matrices of observations, U} are n,x s;
design matrices corresponding to the (s; x t;)-matrices E; of unknown parame-
ters, I' is the (v x t)-matrix of unknown treatment parameters, 4; are the n, x v
design matrices corresponding to the (v xt;)-matrices I'M,, while M, are the
{t x t)-matrices obtained from the identity matrix I through the elimination of
columns corresponding to variables which are not observed in the i-th group,
X is the ¢t xt unknown covariance matrix. Details of the incomplete homo-
geneous multiresponse model are described by Kozlowska and Walkowiak [2].
Particularly, Definition 1.1 from that paper defined the property of model (1.1)
called homogeneity. The necessary and sufficient condition for homogeneity is
that for every i, i, i#1i =1, 2,...., u, the matrix C;X ! C; was a symmetric
one, where X is a positive definite symmetric matrix, and

Ci= 49,4, &=I-UU,U)U,
2. Results. Suppose that we wish to test the following hypothesis:
(2.1) Hy, Z=0,

where Z = (d'®c’)y is a certain estimable linear function of the treatment
parameters, the vector ¢ defines the contrast between treatments, and the
vector d defines the linear combination of variables. It is known (see, e.g., [3])
that each function Z if it is estimable, may be written as a linear combination of
estimable basic contrasts. According to the main results from [2], the least
square estimator of the function Z takes the following form:

(2.2) Z= Y Y 9nZy

jeT leL;

u
= 2 Z gjl(z mil'lij)_l(e;®W})A¢y'
JeT leL; i=1
Here g; are any numbers, Z; = (¢;®@ wX)y, ¢, is a (¢t x 1)-vector with the I-th
element equal to 1 and the remaining elements equal to 0, w;i=12,...,0)
are orthonormal common eigenvectors of all matrices C; with respect to
X corresponding to eigenvalues 4;; (i = 1, 2, ..., u), m; is the (I, ))-th element of
M M;,

and
T= {J 3').,-})0}, sz{l; 3_m,-,/1l-j?‘-'0}.

It is easy to see that the variance of the estimator of the function Z is
a linear combination of variances of estimators of basic contrasts:

Var(Z) = Z Z g},Var(Zj,).

jeT IeLy
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APplying (2.2) we have
Var(Z;) = (Y, mudi)™% Y, Ayou,
i=1 i=1

Where o,y = egM ;M; XM ;M:e,. The estimator of the above variance of a basic
Contrast estimator is of the form

Var(zjl) = () maAi)™% Y, Aybu,
i=1 i=1
Where
(2'3) 0",‘1 = e;M,-ZA,-M:-e,.

The matrix 2, = M;XM, is the variance matrix in the ordinary multivariate
Mode}, 2; 18 its estimator and takes the form

.1
2.9 _ 5= ;)_Y,.'qsi[I—A@C; 4197,

Where v; = n;—r(C)—r(U), r(°) denotes the rank of the matrix (-), and C; is
ANy generalized inverse of the matrix C,. Hence

2.5) Var(Z) = . ¥ giVar(Zy) = ¥ 3 aj{ ) Aij6u)s
=1

jeT leLj JeT leL; i
Where

aﬂ = gﬂ('zl mitiij)h 1 .

Now we assume that the vector of observations y has the (). n;t;)-dimen-
| i=1

Slonal normal distribution with expected value and dispersion matrix as in

Model (1.1), ie., |
(o] 7)

Hence the estimator of the function Z described in (2.2) has the distribution

Z~N(zZ, | Y ¥ ai( ; 4ij0u))-

JjeT leL; i

Therefore
(33 au(e;@w) 4dy)?

52 — JjeT leL;

2 2 ak( g 2i64)

jeTleL; i
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has the noncentral y2-distribution with 1 degree of freedom and noncentrality
parameter

VA

2 ﬂ(Z o)

JjeT leL; i=

If the hypothesis H,, is true, £2 has the central y2-distribution.

Now, let us consider the distribution of estimator (2.5). It is known (see,
e.g., [4]) that estimator (2.4} has the central Wishart distribution WM, XM, v;)
with v; degrees of freedom. Then 6; (i=1,2,...,u;1=1,2,...,1) have
independent distributions

A 2
Oy~ Gile,'/vi-
Hence

Var(Z) ~ ¥ ¥ a? Z LGl V) X

JeT leL; i=1

Since the distribution of the estimator of the variance of the contrast estimator
Z is a linear combination of y? variables, we cannot use the exact F-test for
testing the hypothesis (2.1). Now we try to find an approximate F-test (see, e.g.,
[5]). Let us approximate

(2.6) Y ¥ a Z (Agjoufo) 12,

jeT leL; i=1

with a random variable of the form ay2, where a and v are determined so that
(2.6) and ay? have the same expected value and variance. This gives

Z Z JI(Z }vuau) = av,

jeT leL; i=
) 2. 2a5( Z 'jdizl/vi) = 2a%v.
JeT leL;
Hence
= Z Z ﬂ( Z 'luall)
JeTleLJ i=1
(L3 %, 2ol
(27) v = JeT leL; i=1
> Y ahy (Boi)
JjeT leL; i=1

Now we may state that Var(Z) has the following approximate distribution:

Var(Z)~ >y ,l(z AijOu)xa/v;

JjeT leLj i=
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therefore
Var(Z
¢ = @) ~ 1.

) aﬁ(i Aijo0)

jeTleL;  i=1
The approximate noncentral F-test for testing the hypothesis (2.1) is then
Obtained by using the ratio

£ (3 Y ale®@w)ady)

(2.8) S _ JeTlely
G 4 . ’
> Y ai( Y Ayda)
JjeT leLj i=1

vV.here G, is described in (2.3), and by proceeding as though (2.8) was
distributed as

zZ
x—vzxi, where 4 = (1 ” )
)

’ Y 2 an( Y Aijou
1

jeT leLj i=

It is obvious that (2.8) has the approximate noncentral distribution F with
l and o degrees of freedom and with noncentrality parameter

u

Z*y. Y an( Y Aijou)-

jeT leL; i=1
If the hypothesis H, is true, it is the central approximate F-distribution. Hence
We reject the hypothesis H, when

52/6' > Fa,l,us

Where « is the level of significance. Unfortunately, the constant v is presented in
terms of unknown parameters. In this situation we must estimate it. We obtain
the required estimator # replacing o; by 6, in (2.7). Notice that the constant
U satisfies the following relation:

™=

v;.

miny; v <

i i=1

When the value of the ratio (2.8) is greater than Fo1.4, Where

d = minv,

I

Or (2.8) is not greater than F,,,, where

D.

12

g_—_"

=

i=1 .
Fhen we need not estimate v. In the first case we reject the hypothesis H,, and
In the other one we do not reject it. In every other case we must calculate o.
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A particularly interesting case of hypothesis (2.1) is
Hy: Z; =0, where leL;, jeT.
The ratio (2.8) takes the form
& (ci®@w)ady)
’ ._il Aij &il

b

where 6, is described in (2.3). Now the constant 7 takes the form

(

=

A6 a)2
1

= .
2 A2
iijﬂ'u/l’i

A=

3. Example. Now we want to explain the above theory by an example. We
will use the experiment described by Kozlowska [1].

The considered experiment was carried out in an incomplete multiresponse
block design homogeneous with respect to the identity matrix (X = I). Six
treatments are applied to n = 30 experimental units which are grouped in two
sets, u = 2, n; = 12, n, = 18. Five variables are observed: the first, second and
third ones on units from the first set, and the first, second, fourth and fifth on
the units from the second one. Hence the matrices M; (i = 1, 2) are as follows:

— - p— -—

M1= N M2=

SO O O -
OO O = O
SO = OO
SO OO =
COoOO =0
i = =)
-0 o O 0

L - L .

The scheme of this experiment may be described by the incidence matrices

[1100] 111000
1010 100110
0101 010110
Ne=Tdo110]° M= lo001101
1001 001011
(0011 ] 1110001

We are interested in testing the hypothesis concerning the contrast between
third and sixth treatments for the sum of the first and third variables. It is

(3.1). Hy:([10100]®[00100 —1])y=0.
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This contrast is estimable and it may be written in the form of a linear
Combination of basic contrasts (e;® w/)y. The vectors w;,jeT={1,2,3,4,5},
are common eigenvectors of the matrices

T 4 -1 -1 -1 -1 0]
-1 4 0 -1 -1 -1
ctl-t 0 4 -1 -1 -1
173 -1 -1 -1 4 0 -1/’
=] =1 —1 ©§& &4 =1
| 0 -1 -1 —1 -1 4]
[ & —1 —1 =1 =] =2
-1 6 -2 —-1 -1 -1
c—l =] =3 f =1 =1 =i
277 el =1 =1 6§ =2 =1
| -1 -1 -1 =2 6 -1
| -2 -1 -1 -1 -1 6]

and take the following forms:
w,=(14/12[-2 1 1 1 1 =27,
w,=(1/[0 1 1 -1 -1 0T,
wy=(1//6[-1 -1 1 1 -1 17,
we=(14/12[2 -1 1 1 -1 =27,
we=(1/2[0 -1 1 —1 1 0.
These vectors correspond to the éigenvalues

/111 == /112 = 2, 113 = 114 = 115 = 4/3
and

Aoy =A =2, Ay = Ay =Ags = 8/3.
We can write
Z=([10100]®[00100 —1])y
= (/3/2)(er @ W)y +(1/2)(e, ® wr)y+(:/3/2)(eL ® Wiy
+(1/2)(e: ® Ws)y +(/3/2)(e: @ W1)y +(1/2)(e3 @ wa)y
+/32(E @Wy+(1/)(es @ W)y,
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Now we estimate the considered contrast and variance of its estimator
applying formulas (2.2), (2.5) and the values of observations from Table 1.

TABLE 1. Observations of variables from experimental units

No. of unit from 1 2 3 4 5 6
the first set 7 8 9 10 11 12
No. of block 1 i 1 2 2 2
3 3 3 4 4 4
No. of treatment 1 2 5 1 3 4
2 4 6 3 5 6
First 112.1 94.2 83.7 99.6 98.6 64.3
variable 86.9 489 58.4 90.3 70.1 54.6
Second 146.6 1124 101.1 130.5 104.6 73.4
variable 94.3 68.2 76.4 100.1 99.3 772
Third 23.6 229 13.9 21.8 16.8 17.6
variable 19.6 12.6 15.1 12.5 11.5 94
No. of unit from 1 2 3 4 5 6
the second set 7 8 9 10 11 12
13 14 15 16 17 18
No. of block 1 1 1 2 2 2
3 3 3 4 4 4
5 5 5 6 6 6
No. of treatment 1 2 6 1 3 6
1 4 5 2 3 4
2 3 5 4 5 6
First 96.8 99.3 68.2 80.6 69.9 61.1
variable 106.4 66.2 76.5 "80.1 82.3 71.3
68.4 78.9 76.6 52.4 90.0 49.1
Second 120.1 106.7 79.4 108.6 94.5 80.1
variable 136.1 78.2 90.5 99.4 102.1 94.3
81.5 87.8 924 694 105.1 62.5
Fourth 7.84 7.12 6.51 8.04 7.60 6.83
variable 7.95 6.68 7.72 7.30 7.45 6.92
7.15 7.38 7.85 6.90 7.95 6.75
Fifth 9.6 9.2 8.7 10.8 94 8.3
variable 10.4 8.9 9.2 8.9 9.6 8.6
93 9.0 9.0 9.0 9.4 9.1

(Notice that, forj = 1, 2, 3, 4, 5, L;=1{1,2,3,4,5}) From (2.2) we sce that the
estimator of the considered contrast is equal to 137.33. The estimators of
covariance matrices (2.4) are

) 637.979 34550 159.833
£,= | 3455 25164 38004 |,
159.833 38.004 115063
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2597.150 512.828 1.705 —3.041

$ - 512.828 115.101 0465 —0.788
2 1.705 0.465 0.003 —0.010
-3.041 -—-0.788 —0.010 0.138

-2nd from (2.3) and (2.5) we get
Var(Z) = 1034.243.
Hence and from (2.8) we obtain

£ (137.33)

¢ 1034.243

Since tbe ratio (2.8) is greater than Fy 45, 3 = 10.1, we reject the hypothesis
(3.1) without estimating the degrees of freedom ».

= 18.235.
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