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ON MATRICES WITH POSITIVE INVERSES

In his English summary of [4] (reprinted in the Mathematical Re-
views, v. 23 (1962), No. A 2429) T. Kaczorek claimed that the following
conditions are necessary for a real symmetric matrix 4 = [a;] to have
an inverse with positive elements:

n
(1) au?Zl“ti!a t=1,...,n,
o
@) a; <0 for i #t,

(3) at least two elements in every row (column) are different from 0.

Clearly these conditions are not necessary. For example, the matrix

6 —4 1
—4 6 —4
1 —4 6

contravenes both (1) and (2) and yet all the elements of its inverse are
positive. The conditions are not sufficient either. For example,

2 -1 -1
B=}-1 2 -1
-1 -1 2

satisfies all the conditions but it has no inverse.

A study of [4] itself revealed that the above conditions were in fact
meant to be sufficient (,dostateczne”) and that the condition (3) was
apparently intended to be stronger than it appears in the English sum-
mary of [4], namely:

(3")  every leading principal submatrix of A, of order greater than 1,
has at least two non-zero elements in every row (column).

However, in the example above, the matrix B satisfies conditions (1),
(2) and (3’) and yet it is singular. Thus the theorem in [4] is false.

In this paper I give a correct and stronger version of Kaczorek’s
theorem applicable to matrices which are not necessarily symmetric.
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Call a matrix positive (non-negative) if all its elements are positive
(non-negative). An n-square matrix 4 is said to be decomposable if there
exists a permutation matrix P such that PAP™! = [;Y ;] where
X and Y are square submatrices and 0 denotes a zero submafrix. Other-
wigse A is said to be indecomposable. An alternative definition, often use-
ful in the actual determination whether a given matrix is deecomposable
or not, is the following. Let ¢; denote the n-veetor with 1 as its j’th coor-
dinate and 0 for its remaining coordinates. Then A is decomposable if
and only if Ae;, Ae;,, ..., Ae;, belong to the space generated by e,
€jyy ey 6j,, TOr some k subseripts 1 <j; <j,... <Jjp <n,k<n, ie.
if and only if the corresponding linear operator has a k-dimensional in-
variant coordinate subspace with k < n. For symmetric matrices Kaczo-
rek’s condition (3’) implies indecomposability. Not all indecomposable
symmetric matrices, however, satisfy (3'). An n-square matrix A is partly
decomposable if there exist permutation matrices P and @ such that
PAQ = [(‘)X g], otherwise it is fully indecomposable. In other words,
an n-square matrix is partly decomposable if and only if it contains an
8X (n—s8) zero submatrix for some s, 1 <s <n—1.

THEOREM 1. A mnecessary condition that a matriz A have a positive
inverse is that A be fully indecomposable.

For if A is a2 non-singular partly decomposable matrix then PAQ
Xz
10 Z ]’

X' —x'yz!
efy Tz
positive.

where P and @ are permutation matrices, and A™! =

)P contains a zero submatrix and thus is not

THEOREM 2. An n-square indecomposable matriz A = [a;] has a posi-
n

tive inverse if a; <0, 4, =1,...,n, i #j, and all its row sums > ay
i=1

n
(or all its column sums D a;) are non-negative and not all equal to 0.
i=l

Proof. Let m = max[a;] and let C = [¢;] = mI,—A, where I,
i

denotes the » xn identity matrix. Then C is non-negative and indecom-
posable since A is indecomposable and A and C have their non-zero off-
diagonal elements in the same positions. Hence, by the Frobenius theo-
rem (see [1], also [3], p. 63) the maximal positive characteristic root »

of C (see [1], [2] or [3], p. B3) satisfies r < ma.x(Z'c,-,), with equality if
i f=1

and only if all the row sums of C are equal, i.e. if and only if the row sums
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of A are equal and positive. Therefore
n n
r < mia.x (Zci,-) = m—miin(Za,i,) <m
j=1 7=1
where at least one of the two inequalities is strict. Thus r < m. We now
invoke the classical result of Frobenius ([2], also 3], p. 69, (3)) stating
that if O is a non-negative indecomposable matrix with maximal char-
acteristic root r then (AI,—C)~' exists and is positive for 1 > r. Hence
A™' = (mI,—C)"! exists and is positive.
A similar result for matrices with non-negative inverses was ob-
tained by Ostrowski [6].
Theorem 2 ca.n be improved as follows. If A = [a;] is an n-square

matrix let P; = Z'la,-tl and Q; = 2 @) -
o tai
THEOREM 3. If 0 < a <1 and A = [a;] is an n-square indecompos-
able matriz such that a; <0, i,j =1,...,n, © #j, and

a; =>PiQi~°, i=1,...,n,

with strict inequality for at least one i, then A~ exists and i3 positive.
Proof. Define m = max[a;] and C = [6;] =mI,—A4, as in the

proof of Theorem 2. Then C is non-negative and indecomposable. More-

over, the P; and the Q; are the same for C as for A. Therefore, if » is the

maximal positive characteristic root of C, we have, by a theorem of
Ostrowski ([5], Theorem IV):

< max(e;+PiQi™°) = max(m (a::—P7Qi™"))
= m—min(a;—P;Q; %) < m.
i

But, by another theorem of Ostrowski ([5], Theorem VI), the matrix A is
non-singular and thus O = mI,—A cannot have a characteristic root
equal to m. Hence r < m and, by the Frobenius result quoted in the proof
of Theorem 2, A~' = (mI,—C)™' exists and is positive.

COROLLARY. If 0 <a <1 and A = [au] s an n-square indecompos-
able matriz such that a; <0, i,j =1,...,n, ¢ #j, and

a; > aP+(1—a)Q;,, i=1,...,n,

with strict inequality for at least one i, then A~ exisis and i3 positive.

Proof. It is easily checked that #°—1 < a(x—1) for any z >0
and 0 < a <1. For z = P;/Q; the inequality becomes P;Q;~° < aP;+
+(1—a)Q,~. Hence, using the notation of the proof of the preceding the-
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orem, r < max(o;+ aP;+ (1—a)@;) and therefore r < m as in Theorem 3.
i

The result follows.

THEOREM 4. If 0 < a <1 and A = [a;] is an n-square indecompos-
able matriz such that a; <0,%4,j =1,...,n,% #j,a; >0,i=1,...,m,
and

;i Qjj >(PiPi)a(QiQi)l—ay ":7.7. =1,...,n, J #j;

then A~ ewists and is positive.

Proof. Let r be the maximal positive charaecteristic root of
C = [¢;] = mI,—A where m = max[a;] a8 before. Then by a theorem
i ‘

of Ostrowski ([6], Theorem V):
(r—cu)(r—ey) < (PiP)*(@:9;)'~° for some 4,5 (¢ +#j),

i.e.
(r—m+6:) (r—m+ ay) — (PiP;)* (i)~ < 0
and therefore
(r—m)*+ (r—m)(as+ ay)+ (auay — (P:P))* Qi)' ~°) <0

for some ¢,j (¢ #j). Now, ay+a; >0 and a;a;—(P:P;)*(Q:9,)° >0
for all ¢ and j (¢ # j). Therefore r—m < 0 and the theorem holds by
virtue of the Frobenius result quoted in the proof of Theorem 2.
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O MACIERZACH, KTORYCH MACIERZE ODWROTNE MAJA ELEMENTY
DODATNIE

STRESZCZENIE

Nota koryguje usterki w pracy T. Kaczorka pod identycznym tytulem, oglo-
szonej w Zastosowaniach Matematyki 5 (1960), str. 141-148 oraz zawiera wzmoc-
nienie podanych tam twierdzei.

X, MAHI (Temnopmim)

O MATPHIAX, YV KOTOPEIX OBPATHBIE MATPHI[BEl COCTOAT
U3 IMOJOXHUTEJBHBIX SJIEMEHTOB

PESIOME

3ameTra mcmpaBafeT HeToumocTm aomymennsie B pabGore T. Kavopra, swmen-
mieli TOZ TeM caMHM HasBanmeM B Zastosowania Matematyki, B uomepe 5 (1960),
crp. 141.148, u OPMBOAMT yCHIECHHE BAKIKNUYEHHHX B Hell Teopem.
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