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1. Introdu
tion

In the A
knowledgements of Simo Puntanen's Ph.D. Thesis (1987), there

was one senten
e 
on
erning Jerzy K. Baksalary: �The kind 
omments of

Dr. Jerzy K. Baksalary helped to improve Se
tion 3.6 of the �rst paper [of

the thesis℄." It is interesting to go ba
k in time 20 years and refresh the

memory of what was going on then.

The Se
tion 3.6 of the thesis begins as follows:

�In this se
tion we 
onsider various representations for the

BLUE's 
ovarian
e matrix; some of these representations are well

known. In parti
ular, we will study the e�e
t of the 
ondition

u = 0, i.e., there are no unit 
anoni
al 
orrelations between Hy

and My. We believe that our results on the e�e
ts of this 
on-

dition on the BLUE's 
ovarian
e matrix are new. Some of the

following formulae were introdu
ed by Puntanen (1986).�

The header of Se
tion 3.6 is �BLUE's 
ovarian
e matrix�. This was a very

important se
tion of the thesis and interestingly, it seems to have served as

a kind of seed for several papers dealing with related problems.

In Se
tion 2 of this paper we go through some developments originated

from Se
tion 3.6 of Puntanen's dissertation. In Se
tion 3 we shall take a qui
k

look at some results 
on
erning the matrix Ṁ, whi
h is strongly related to

a spe
ial 
ase of a de
omposition introdu
ed by Baksalary, Puntanen and

Styan (1990). And �nally, in Se
tion 4, we 
onsider the 
on
ept of linear

su�
ien
y, whi
h appeared to be a 
ru
ial 
on
ept for Jarkko Isotalo (2007)

in his re
ent dissertation.

Before jumping into Se
tion 3.6 of Puntanen (1987), a 
ouple of 
larifying

remarks about the notation may take a pla
e. Throughout the paper we


onsider the general linear model

(1.1) y = Xβ + ε,

brie�y denoted as M = {y, Xβ, σ
2V}, where

(1.2) E(y) = Xβ, E(ε) = 0, cov(y) = cov(ε) = σ
2V.
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By E(·) and cov(·) we denote expe
tation ve
tor and 
ovarian
e matrix of

a random ve
tor argument. The ve
tor y is an n × 1 observable random

ve
tor, ε is an n× 1 random error ve
tor, X is a known n× p model matrix,

β is a p× 1 ve
tor of unknown parameters, V is a known n×n nonnegative

de�nite matrix, and σ
2
is an unknown nonzero 
onstant. If the s
alar σ

2

plays no role we assume that σ
2 = 1.

The symbols A′
, A−

, A+
, C (A), C (A)⊥, N (A), and r(A) will denote,

respe
tively, the transpose, a generalized inverse, the Moore�Penrose inverse,

the 
olumn spa
e, the orthogonal 
omplement of the 
olumn spa
e, the null

spa
e, and the rank of the matrix A. Furthermore, we will write P
A

=
AA+ = A(A′A)−A′

to denote the orthogonal proje
tor (with respe
t to

the standard inner produ
t) onto C (A). In parti
ular, we will denote

(1.3) H = PX, M = I − H,

and so the ordinary least squares (OLS) estimator of Xβ is

(1.4) OLSE(Xβ) = Hy = PXy = Xβ̂ = X̂β,

and the 
orresponding ve
tor of residuals is e = y − Hy = My.

An unbiased estimator Gy is the best linear unbiased estimator (BLUE)

of Xβ if

(1.5) GVG′ ≤
L

BVB′ ∀ B : BX = X,

where �≤
L

� refers to the Löwner ordering. We will use the notation

(1.6) BLUE(Xβ) = Xβ̃ = X̃β.

When V is nonsingular then the BLUE of Xβ is

(1.7) BLUE(Xβ) = X(X′V−1X)−X′V−1y.
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We may re
all here three general representations for the BLUE(Xβ):

BLUE(Xβ) = Hy − HVM(MVM)−My := G1y,(1.8a)

BLUE(Xβ) = y − VM(MVM)−My := G2y,(1.8b)

BLUE(Xβ) = X(X′W−X)−X′W−y := G3y,(1.8
)

where W (and the related U) are any matri
es su
h that

(1.9) W = V + XUX′
, C (W) = C (X : V).

2. BLUE's 
ovarian
e matrix

2.1. Developments by 1987

In this se
tion we go through (not in details) some results of Se
tion 3.6 of

Puntanen's dissertation (1987) and then des
ribe how the resear
h thereby

initiated developed further. The main arti
les of interest in this 
ontext

are Baksalary, Puntanen and Styan (1990) and Isotalo, Puntanen and Styan

(2007).

Let us now return ba
k to Se
tion 3.6 of Puntanen (1987) where the

following representations for the BLUE's 
ovarian
e matrix are given:

• General 
ase:

cov[BLUE(Xβ)] = HVH − HVM(MVM)−MVH(2.1a)

= V − VM(MVM)−MV(2.1b)

= V − VṀV(2.1
)

= X(X′W−X)−X′ − XUX′
,(2.1d)
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where

(2.2) Ṁ = M(MVM)−M,

and U and W are de�ned as in (1.9).

• C (X) ⊂ C (V) (i.e., the model is weakly singular):

cov[BLUE(Xβ)] = X(X′V−X)−X′
(2.3a)

= Xb(X
′

bV
−Xb)

−X′

b(2.3b)

= H(HV−H)−H(2.3
)

= (HV−H)+.(2.3d)

• V is positive de�nite:

cov[BLUE(Xβ)] = X(X′V−1X)−X′
(2.4a)

= Xb(X
′

bV
−1Xb)

−1X′

b(2.4b)

= H(HV−1H)−H(2.4
)

= (HV−1H)+,(2.4d)

where Xb is a matrix whose 
olumns form a basis for C (X).

We may note that the matrix G having the property Gy = BLUE(Xβ) is

not ne
essarily unique while the 
ovarian
e matrix of Gy is always unique.

The new 
ontributions in Se
tion 3.6 are related to the 
on
ept of unit


anoni
al 
orrelations (i.e., those equal to one) between the ve
tor of

the ordinary least-squares �tted values Hy and the ve
tor of the residu-

als My. This 
on
ept, the unit 
anoni
al 
orrelations, appears to have

had a 
ru
ial role also in several other papers later written (or 
oau-

thored) by Baksalary; see, e.g., Baksalary, Puntanen and Yanai (1992).
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Lemma 2.1 below o�ers various equivalent 
hara
terizations for the situation

when there are no unit 
anoni
al 
orrelations between Hy and My; see, e.g.,

Puntanen (1987, Lemma 4.2.1) and Baksalary, Puntanen and Styan (1990,

p. 289). For a brevity, we will denote

(2.5) u = number of unit 
anoni
al 
orrelations between Hy and My.

Lemma 2.1. Consider the linear model M = {y, Xβ, V}. Then the fol-

lowing eight 
onditions are equivalent:

(a) There are no unit 
anoni
al 
orrelations between Hy and My,

(b) HP
V

= P
V
H,

(
) HP
V
M = 0,

(d) C (VH) ∩ C (VM) = {0},

(e) C (V1/2H) ∩ C (V1/2M) = {0},

(f) C(PVH) ⊂ C(H),

(g) C (P
V
H) = C (P

V
) ∩ C (H),

(h) C (X) = C (X) ∩ C (V) + C (X) ∩ C (V)⊥.

The 
ondition (b) of Lemma 2.1 gives us a good reason to re
all that Bak-

salary did fundamental work on studying the properties of the 
ommuting

proje
tors; see, e.g., Baksalary (1987), where in Theorem 1 he gave 45 equiv-

alent 
onditions to the 
ommutativity of two orthogonal proje
tors.

We may 
ite Puntanen (1987, p. 53) who says that the situations when

V is positive de�nite or when C (X) ⊂ C (V) are not the only ones yielding

�simple� representations for the BLUE's 
ovarian
e matrix; by �simple� it

is here meant representations of the type (2.3) or (2.4). This situation is


onsidered in the following theorem (see also Puntanen and S
ott, 1996,

Theorem 2.6).
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Theorem 2.1. Consider the linear model M = {y, Xβ, V}, and let Xβ̃ be

the BLUE of Xβ. Then the following six statements are equivalent:

(a) There are no unit 
anoni
al 
orrelations between Hy and My,

(b) cov(Xβ̃) = Xo(X
′
oV

+Xo)
+X′

o,

(
) cov(Xβ̃) = H(HV+H)+H,

(d) cov(Xβ̃) = P
V
H(HV+H)−HP

V
,

(e) cov(Xβ̃) = P
V
Xo(X

′
oV

+Xo)
−X′

oPV
,

(f) cov(Xβ̃) = P
V
X(X′V+X)−X′P

V
,

where Xo is a matrix whose 
olumns form an orthonormal basis for

C (X).

Puntanen (1987, p. 55) mentions that it is somewhat unexpe
ted that in

Theorem [2.1℄

2

we 
annot, in general (assuming only u = 0), write the

equality

(2.6) Xo(X
′

oV
+Xo)

+X′

o = X(X′V+X)+X′
.

Puntanen (
oin
identally having a numeri
al error in his 
al
ulations) gives

the following 
ounterexample to (2.6):

(2.7) X =




1 0

1 1

0 0

0 0




, Xo =




1 0

0 1

0 0

0 0




, V =




1 0 0 0

0 0 0 0

0 0 1 0

0 0 0 1




.

2

If the referen
e number is between the square bra
kets, it means that we use the

numbering within this paper�not that in the original sour
e.
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In this situation u = 0 but

Xo(X
′

oV
+Xo)

+X′

o =




1 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0




6=




1 1 0 0

1 1 0 0

0 0 0 0

0 0 0 0




(2.8)

= X(X′V+X)+X′
.

So 
learly 
ondition u = 0 alone is not enough to guarantee that

the 
ovarian
e matrix of BLUE(Xβ) is equal to X(X′V+X)+X′
. What is

needed more is shown in the following result of Puntanen (1987, Theorem

3.6.2):

Theorem 2.2. Consider the linear model M = {y, Xβ, V}. Then the

following statements are equivalent:

(a) cov[BLUE(Xβ)] = X(X′V+X)+X′
,

(b) u = 0 and C (X′XX′V) = C (X′V).

Baksalary noted, in private 
orresponden
e in summer 1986 � having

seen the manus
ript of Puntanen's thesis � that Theorems 2.1 and 2.2 are

related to the Theorem in Baksalary and Kala (1980, p. 19). That theorem


on
erns the following estimator suggested by Ahlers and Lewis (1971):

(2.9) X(X′V+X)+X′V+y + X(X′QVX)+X′QVy := Ay,

where Q
V

= I − P
V
.

Baksalary and Kala (1980) proved that the estimator (2.9) is the BLUE

if and only if

(2.10) C (XX′V) ⊂ C (V).
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Noting that

(2.11) cov(Ay) = X(X′V+X)+X′
,

we 
an 
on
lude that 
ondition (2.10) implies that BLUE's 
ovarian
e matrix

has a representation X(X′V+X)+X′
. We note that the Ahlers and Lewis'

estimator was also studied by Alalouf (1975a, p. 182; 1975b, p. 101), who

gave the 
ondition (2.10) in an alternative form.

Based on the above �ndings, Puntanen (1987, Theorem 3.6.4) 
ombined

the results as follows:

Theorem 2.3. Consider the linear model M = {y, Xβ, V}. Then the

following four statements are equivalent:

(a) cov[BLUE(Xβ)] = X(X′V+X)+X′
,

(b) BLUE(Xβ) = X(X′V+X)+X′V+y + X(X′Q
V
X)+X′Q

V
y,

(
) u = 0 and C (X′XX′V) = C (X′V),

(d) C (XX′V) ⊂ C (V).

2.2. Developments after 1987

How did the things develop after Puntanen's thesis?

In the thesis (p. 51) Puntanen writes that �a dire
t proof that [(2.1b)℄

and [(2.1d)℄ are equal is given in Puntanen and Styan (1986)� That paper

was a manus
ript under preparation whi
h was submitted to Sankhy	a in

July 1987. We (Puntanen and Styan) gave a 
opy to Baksalary and on 5

November 1987 he wrote us a letter starting as follows:

Dear George and Simo:

In some �spare time�, I have had a look at your paper �More

properties of the 
ovarian
e matrix of the BLUE in the general

linear model� en
losed to Simo's letter of July 16, 1987, and now

I am taking a liberty of making some 
omments on it. Perhaps

you would �nd them useful in further pro
essing with that paper.

The referee reports from Sankhy	a arrived in January 1988. The reports

were ex
eptionally 
onstru
tive and 
arefully done, requesting, however,
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a revision. [We believe that one of the two referees was the late Profes-

sor C.G. Khatri sin
e he published a related paper in 1990 in Journal of

Multivariate Analysis, where he referred to our manus
ript.℄

At this phase, in spring 1988, we invited Baksalary into the game, and

that was very wisely done: this was just the kind of resear
h area where

he was a master. Under the leadership of Baksalary, the manus
ript was

thoroughly revised and all results were generalized in the Baksalarian style

to the maximum.

Baksalary 
ompleted the revision while he was visiting Professor

C. Radhakrishna Rao in Pittsburgh, for four weeks in summer 1988. The

paper was submitted to Sankhy	a in July 1988, and it was published in 1990.

Below we 
opy a letter, dated 8 July 1988, from Baksalary to us. We

believe that it gives an interesting illustration of Baksalary's working style.

Pittsburgh, 8 July 1988

Dear Simo:

I hope you have already re
eived my 
omments on BPS

(version of 3 July 1988); these 
omments are seen on the present


opy in bla
k. New 
hanges are in red. Sorry, but I was unable

to go again through Se
tions 3 and 4. Noti
e that the version of

Se
tion 2 begun with dis
overing an error. Nevertheless, it seems

that the paper is now more or less ready to be handled. When

I get the typed version from Tampere (please don't staple), I

put it immediately into Te
hni
al Report Series here. The next

proofreading in Pittsburgh is impossible be
ause of time fa
tor.

Simultaneously, you may submit the paper to Sankhy	a. I suggest

no long story in the 
overing letter, just the statement that, due

to remarks of referees, we were able to produ
e a mu
h more

general, substantially better paper whi
h is now being submitted.

Parentheti
ally, I may mention that the open problem

raised in Se
tion 2 is no longer open. Thomas Mathew visited

Pittsburgh for 4 days and we solved it in the most general form


on
erning the invarian
e of r(AB−C). We will send you a 
opy,

of 
ourse, when we get the paper typed. It will also be sent to

George as an editor of SILAX.

Hoping that we will be able to �nish su

essfully the

BPS1 adventure,

Jerzy
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We may write here, to illustrate Baksalary's 
apa
ity to generalize previous

results, two theorems (Corollary 2 and Theorem 5) from Baksalary, Puntanen

and Styan (1990):

Theorem 2.4. Let C be an n × n matrix, let A be an n × p matrix of rank

a. Then, for any n×a matrix A∗ su
h that C (A∗) = C (A) and A′
∗A∗ = Ia,

the equality

(2.12) A∗(A
′

∗CA∗)
+A′

∗ = PA(PACPA)+PA = (PACPA)+

is always true, whereas the equality

(2.13) A∗(A
′

∗CA∗)
+A′

∗ = A(A′CA)+A′

holds if and only if

(2.14) C(A′AACA) = C(A′CA).

Theorem 2.5. Consider the linear model M = {y, Xβ, V} and let X∗ be

a given matrix su
h that C (X∗) = C (X). Then the following �ve statements

are equivalent:

(a) cov[BLUE(Xβ)] = X∗(X
′
∗V

+X∗)
+X′

∗,

(b) BLUE(Xβ) = X∗(X
′
∗V

+X∗)
+X′

∗V
+y + X∗(X

′
∗QV

X∗)
+X′

∗QV
y,

(
) u = 0 and, moreover, C (X′
∗X∗X

′
∗V) = C (X′

∗V) or C (X′
∗X∗F) =

C (F), where F is any matrix su
h that C (F) = C (X) ∩ C (V),

(d) C (X∗X
′
∗V) ⊂ C (V),

(e) X∗X
′
∗PV

= P
V
X∗X

′
∗.
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3. The matrix Ṁ

In this se
tion we brie�y 
onsider the matrix

(3.1) Ṁ = M(MVM)−M,

whi
h appeared already in (2.2). We observe that the matrix Ṁ is not

ne
essarily unique with respe
t to the 
hoi
e of (MVM)−. However, the

matrix produ
t

(3.2) PVṀPV = PVM(MVM)−MPV := M̈

is 
learly invariant for any 
hoi
e of (MVM)−, i.e.,

(3.3) M̈ = PVṀPV = PVM(MVM)−MPV = PVM(MVM)+MPV.

The matri
es Ṁ and M̈ appear to be very handy in many ways related to

linear model M = {y, Xβ, V}. In the re
ent paper Isotalo, Puntanen and

Styan (2008), we 
olle
t together various properties of Ṁ and M̈ and show

several examples illustrating their usefulness in the 
ontext of linear models.

Below is the abstra
t of this paper:

It is well known that if V is a symmetri
 positive de�nite n × n

matrix, and (X : Z) is a partitioned orthogonal n × n matrix, then

(*) (X′V−1X)−1 = X′VX− X′VZ(Z′VZ)−1Z′VX.

In this paper we show how useful we have found the formula (∗), and
in parti
ular its version

(**) Z(Z′VZ)−1Z′ = V−1 − V−1X(X′V−1X)−1X′V−1 := Ṁ,

and present several related formulas, as well as some generalized

versions. We also in
lude several statisti
al appli
ations.
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Note that if V1/2
is a positive de�nite symmetri
 square root of V, and the


olumns of Z are spanning C (M), then we obviously have

Z(Z′VZ)−Z′ = V−1/2P
V1/2Z

V−1/2 = V−1/2P
V1/2M

V−1/2

= M(MVM)−M.(3.4)

The following theorem 
hara
terizes some properties of Ṁ and M̈;

for a more 
omplete list, see Isotalo, Puntanen and Styan (2008, Theorem

2.1).

Theorem 3.1. Consider the linear model M = {y, Xβ, V}, and let the

matri
es M, Ṁ, and M̈ be de�ned as

(3.5) M = I − PX, Ṁ = M(MVM)−M, M̈ = PVṀPV.

Assume that the 
ondition

(3.6) HPVM = 0

holds. Then

(3.7) M̈ = PVM(MVM)−MPV = V+ − V+X(X′V+X)−X′V+
.

The point here is that Theorem 3.1 
an be seen as a 
onsequen
e of the

Sankhy	a paper by Baksalary, Puntanen and Styan (1990): the various

representations of the BLUE's 
ovarian
e matrix yielded the appearen
e

of Ṁ and M̈. We met these matri
es in many statisti
al 
onne
tions

and that motivated us to write the paper Isotalo, Puntanen and Styan

(2008).

Before pro
eeding onwards, we present the following useful lemma.

Lemma 3.1. Consider the linear model M = {y, Xβ, V} and let W =
V+XUX′

, where U is a p× p matrix. Then the following seven statements

are equivalent:
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(a) C (X) ⊂ C (W),

(b) C (X : V) = C (W),

(
) rank(X : V) = rank(W),

(d) X′W−X is invariant for any 
hoi
e of W−
,

(e) C (X′W−X) is invariant for any 
hoi
e of W−
,

(f) C (X′W−X) = C (X′) for any 
hoi
e of W−
,

(g) rank(X′W−X) = rank(X) irrespe
tive of the 
hoi
e of W−
.

Moreover, ea
h of these statements is equivalent to

(a

′
) C (X) ⊂ C (W′),

and hen
e equivalent to the statements (b

′
)�(g

′
) obtained from (b)�(g), by

substituting W′
for W.

The proof of Lemma 3.1 is given by Baksalary, Puntanen and Styan (1990,

Theorem 2) (see also Harville, 1997, p. 468). On page 284, Baksalary, Pun-

tanen and Styan (1990) state the following (in our notation):

. . . Here we only mention that it would be interesting to know

whether the statements of [Lemma 3.1℄ are equivalent also to

the rank 
ondition relaxed to the requirement that r(X′W−X)
is invariant with respe
t to the 
hoi
e of W−

.

This was a referen
e to the letter from Baksalary (8 July 1988) from Pitts-

burgh 
ited earlier, where � . . . the open problem raised in Se
tion 2 is no

longer open . . . �. The solution was published in a paper by Baksalary and

Mathew

3

(1990, Theorem 2) and it stated that the following 
ondition 
an

be added into the set of equivalent 
onditions of Lemma 3.1:

(3.8) rank(X′W−X) is invariant for any 
hoi
e of W−
.

3

As a 
uriosity, we may mention that Jerzy K. Baksalary was a referee of Thomas

Mathew's Ph.D. dissertation in 1983, while Thomas Mathew was a referee of Jarkko

Isotalo's Ph.D. dissertation just re
ently in 2007.
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Next we present a generalized version of Theorem 3.1 as a 
orollary; see

Isotalo, Puntanen and Styan (2008, Corollary 2.2).

Corollary 3.1. Consider the linear model M = {y, Xβ, V}. Let U be any

p × p matrix su
h that the matrix W = V + XUX′
satis�es the 
ondition

(3.9) C (W) = C (X : V).

Then

(3.10) PWM(MWM)−MPW = W+ − W+X(X′W−X)−X′W+
,

that is,

(3.11) PWṀPW := M̈W = W+ − W+X(X′W−X)−X′W+
.

Moreover, the matrix M̈W has the 
orresponding properties as M̈ in Theorem

3.1.

We 
omplete this se
tion with a generalization of the de
omposition pre-

sented in Corollary 3.1. It seems to us that this formulation, due to Bak-

salary, Puntanen and Styan (1990, Theorem 3), is one of the most general

formulations related to Ṁ. In fa
t, it may even be �too general� in the sense

that statisti
ians may overlook it in favour of the possibly more �useful�

de
omposition in Corollary 3.1.

Theorem 3.2. Consider the model M = {y, Xβ, V} and let U be su
h

that W = V + XUX′
sati�es C (W) = C (X : V). Then the equality

(3.12) W = VB(B′VB)−B′V + X(X′W−X)−X′

holds for an n × p matrix B if and only if

(3.13) C (VW−X) ⊂ C (B)⊥ and C (VM) ⊂ C (VB),

or, equivalently,

(3.14) C (VW−X) = C (B)⊥ ∩ C (V),

the subspa
e C (VW−X) being independent of the 
hoi
e of W−
.
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4. Linear suffi
ien
y and 
ompleteness

Linear su�
ien
y and linear 
ompleteness are one of the most important


on
epts of Isotalo's thesis. Baksalary did substantial work on this area, and

hen
e we here brie�y review his work on linear su�
ien
y and 
ompleteness

and show its 
onne
tions to Isotalo's thesis; see, in parti
ular Isotalo and

Puntanen (2006a, 2006b, 2006
).

The 
on
ept of linear su�
ien
y was introdu
ed by Barnard (1963),

Baksalary and Kala (1981), and Drygas (1983)�who was the �rst to use

the term linear su�
ien
y�while investigating those linear statisti
s Ty,

whi
h are �su�
ient� for estimation of the expe
ted value Xβ in the model

M. Formally, a linear statisti
 Ty is de�ned to be linearly su�
ient for Xβ

under the model M if there exists a matrix A su
h that ATy is the BLUE

of Xβ. Baksalary and Kala (1981, p. 913) illustrate the situation in the

following �
on
rete� way (in our notation):

If the ve
tor y subje
t to the model {y, Xβ, I} were transformed

into the w = X′y, then the BLUE of Xβ,

Xβ̃ = X(X′X)−X′y,

would be obtainable as a linear fun
tion of w, namely as

X(X′X)−w.

If, however, the same transformation were adopted under the

model {y, Xβ, V} (V positive de�ne but di�erent from I) then

the BLUE of Xβ, having now the form

Xβ̃ = X(X′V−1X)−X′V−1y,

would no longer be obtainable as a linear fun
tion of w = X′y

unless C (V−1X) ⊂ C (X). This ex
eption might in fa
t be ex-

pe
ted as the in
lusion is a ne
essary and su�
ient 
ondition for

the OLSE and BLUE to be identi
al (Haberman, 1975).

Drygas (1983, p. 97) points out, in his se
tion entitled �Histori
al re-

marks�: �The 
on
ept of linearly su�
ient statisti
s is rather unknown in

statisti
al literature. Besides the paper by Baksalary and Kala (1978)

[this refers to the paper later published in 1981℄ there is only one

paper by Barnard (1963) (see also Cox and Hinkley, 1974, p. 61).��



De
omposing matri
es with Jerzy K. Baksalary 107

Apparently those days Drygas, Baksalary and Kala were pretty well aware

of ea
h others' doings related to the linear su�
ien
y.

Baksalary and Kala (1981) and Drygas (1983) showed that a linear

statisti
 Ty is linearly su�
ient for Xβ under the model M if and only

if the 
olumn spa
e in
lusion

(4.1) C (X) ⊂ C (WT′)

holds; here W = V+XUX′
with U being an arbitrary nonnegative de�nite

matrix su
h that C (W) = C (X : V).

In addition to linear su�
ien
y, Drygas (1983) also 
onsidered related


on
epts of linear minimal su�
ien
y and linear 
ompleteness. A linearly

su�
ient statisti
 Ty is 
alled linearly minimal su�
ient for Xβ under the

modelM, if for any other linearly su�
ient statisti
 Sy, there exists a matrix

A su
h that Ty = ASy almost surely. Drygas (1983) showed that Ty is

linearly minimal su�
ient for Xβ if and only if the equality

(4.2) C (X) = C (WT′)

holds.

Moreover, Drygas (1983) 
alled a linear statisti
 Ty linearly 
omplete if

for every linear transformation of it, LTy, su
h that E(LTy) = 0, it follows

that LTy = 0 almost surely. A

ording to Drygas (1983), a linear statisti


Ty is linearly 
omplete if and only if

(4.3) C (TV) ⊂ C (TX).

It was then shown by Drygas (1983) that a linear statisti
 Ty is linearly

minimal su�
ient for Xβ if and only if it is simultaneously linearly su�
ient

and linearly 
omplete for Xβ.

Baksalary and Kala (1986) extended the notions of linear su�
ien
y

and linear minimal su�
ien
y to 
on
ern estimation of the given estimable

parametri
 fun
tion K′β. They proved that Ty is linearly su�
ient for K′β

under the model M if and only if the null spa
e in
lusion

(4.4) N (TX : TVX⊥) ⊂ N (K′ : 0)
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holds, and Ty is linearly minimal su�
ient for K′β if and only if the null

spa
e equality

(4.5) N (TX : TVX⊥) = N (K′ : 0)

holds.

However in their paper, Baksalary and Kala (1986) did not 
onsider

linear 
ompleteness in the 
ontext of estimating the given estimable para-

metri
 fun
tion K′β. But Baksalary 
learly had an interest to generalize

the 
on
ept of linear 
ompleteness also to the 
ase of estimation of K′β.

Baksalary had previously in his Habilitation Thesis (1984) 
onsidered linear


ompleteness under the more simple model

{
y, Xβ, σ

2I
}
. Baksalary (1984)

de�nes a linear statisti
 Ty to be linearly 
omplete for K′β if for every linear

transformation of it, LTy, su
h that C (T′L′) ⊂ C [(X′)+K]⊥, it follows that
LTy = 0 almost surely.

Baksalary's insights on linear 
ompleteness were then sour
e of inspira-

tion to the results on 
ompleteness presented in Isotalo's dissertation. In the

se
ond arti
le of Isotalo's thesis, Isotalo and Puntanen (2006b) give a de�ni-

tion for linear 
ompleteness in a 
ase of estimation of K′β whi
h has same

impli
ations as Baksalary's (1984) de�nition but has more resemblan
e to the

original de�nition given by Drygas (1983). Isotalo and Puntanen's (2006b)

de�nition of linear 
ompleteness is based on the following reparametrized

model of M:

Mγ = {y, X(K : K⊥)γ, σ
2V}

= {y, XKγ1 + XK⊥γ2, σ
2V},(4.6)

where γ = (γ ′
1,γ

′
2)

′
. In their arti
le (2006b), Isotalo and Puntanen �rst

prove that the BLUE of K′β under the original model M is equivalent to

the BLUE of K′Kγ1 under the reparametrized model Mγ, and then de�ne a

linear statisti
 Ty to be linearly 
omplete for K′β if for every linear transfor-

mation of it, LTy , su
h that the expe
ted value E(LTy) does not dependent
on γ1 under the reparametrized model Mγ, it follows that LTy = 0 almost

surely.

Now by using their de�nition of linear 
ompleteness, Isotalo and Pun-

tanen (2006b) were then able to prove an important property of a linear

statisti
 Ty being linearly minimal su�
ient for K′β if and only if it is

simultaneously linearly su�
ient and linearly 
omplete for K′β.
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