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ON CONVERGENCE OF INFINITELY DIVISIBLE
DISTRIBUTIONS IN A HILBERT SPACH

BY

R. JAJTE (LODZ)

Varadhan [3] has generalized the classical formula of Lévy-Khintchine
giving the general form of the characteristic functional of an infinitely
divisible probability distribution in a Hilbert space.

The aim of this paper is to prove a theorem on convergence of se-
quences of infinitely divisible probability distributions in a Hilbert space,
in terms of the canonical representation.

Let H denote a separable, real Hilbert space. A countably additive,
normed measure defined on a field B of Borel subsets of H is called
a probability distribution in H. The convolution of two distributions u
and » in H is defined by the formula

(1 *v)(Z) =f,u('Z—h)v(dh), ZeB.

The n-th power of a distribution g in the sense of convolution shall
be denoted by x"* and the convolution of the distributions vy, vay ..., ¥y
n

by ”* »;. The characteristic functional z of a distribution g is defined

1=1

by the formula
p(h) = [¢P u(dg).

A distribution p is called infinitely divisible if for any natural n
there exists a distribution u, such that p," = u.

Varadhan ([3], Theorem 5.10) has proved that a functional ¢ is
the characteristic functional of an infinitely divisible distribution in H
if and only if it is of the form

1 ; (g, h
W) g = exp| i, 10— 5 (Db, 1)+ [e“”””-l—%m)z—]ﬂl(dg)],

where weH, D is the S-operator (i.e. a non-negative, symmetric operator
with a finite trace, see [2]) and M is a o-finite measure in H which is
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finite on any complement of the neighbourhood of zero in H , and such
that

(2) [ (dny < oo,

<1

The representation (1) is unique. Thus we see that the infinitely
divisible distribution x is determined by three elements: ¢ H , an S-ope-
rator D and the measure M. In this connection we shall write uw=I[z,D, M.

A sequence {u,} of distributions in H is said to be weakly convergent

to a distribution u (u, — p), if for any continuous function bounded in H
we have

lim [ £(h) pa(dh) = [ f(h) pu(cdh).

n—00

A sequence of S-operators {D,} is said to be compact if the following
conditions are satisfied:

1? sup tr D, < oo, where tr D means the trace of operator D;

n

o0
29 lim sup D,e;, e;) = 0, where {e;}' is a basis in H.
<J ? b
M—s00 N T=m

For py = [, D, M] and ¢ > 0, put
(3) (1%, 1) = (Dg, h)+ [ (u, g)(u, h) M (du).

Iej<e

By (2) the operator T) described by bilinear form (3) is an S-oper-
ator. Now we may formulate the following

TueorEM. A sequence u, = [x,, D, M, ] of infinitely divisible distri-
butions in H is weakly convergent to the distribution u=I[z,D, M] if
and only if the following conditions are satisfied :

(1) @, - x;

(ii) for any neighbourhood U of zero in H the sequence of measures M,
reduced to H— U is weakly convergent to the measure M (obviously, reduced
to H—U);

(ifi) the sequence of operators {Ih} is compact for some a > 03

(iv) lim Hm (TQh, h) = lim im (T©h, k) — (Dh, k) for every hell.

£ 0 N—so00 N0 5 o

Proof. Necessity. Let u, = [(®p, Dy M, ] > p = [z, D, M]. Hence
it follows ([3], Theorem 6.3.) that

(a) the sequence {=,} is compact in H :

(b) for any neighbourhood U of zero in H the sequence of measures
{M,} reduced to the set H—U is weakly compact;

(¢) for any & > 0 the sequence of S-operators {7,)} is compact.



INFINITELY DIVISIBLE DISTRIBUTIONS 329

Hence, in particular, we have (iii).

By means of standard reasonings we deduce that from any compact
sequence of S-operators {@,} we can choose a subsequence {Qx,} weakly
convergent to some S-operator @, i.e.

(Qk%gr h) —(Qg, h) for any g, heH.

Let {e,} be a sequence of positive numbers less than one, mono-
tonically converging to zero. Let {k,} be an increasing sequence of natural
numbers such that

(a’) @, — x; ‘

(b’) for any neighbourhood U of zero in H the sequence of measures
{My, ; reduced to H—U is weakly convergent to measure M (reduced
to H—U);

(¢/) im (Tf"g,h) = (1"g, h) for any g,heH and »=1,2,...,

nN—o00

where 1" (v =1,2,...) are some S-operators.
Put

' ilg,h) 1
(4) ﬂ)n(g, ]l) = I:e’t(g,h) R TEAt A RN n _( , h)g] —Zl[n .
WHL 1+gl2 = 2 g (dg)

From compactness of the sequence of operators {T'"} it follows
that for ¢ <1 we have

sup [ [lgl* M (dg) < suptr TS = A < oo

"ogl<e

Hence the estimation

(5) supwy (e, h) < [ (gl [P+ ] 1) M. (dg)

llgii<e

< (kP4 p)-4-e >0 as e-—0.

Let us observe, moreover, that the definitions of operators T imply
that the sequence of operators 7" is monotone, i.e. (T"h, h) = (T""'h, h)
for any heH. Hence it easily follows that the sequence {71”} converges
to some S-operator — we denote it by D.

The logarithm of the characteristic functional of distribution u.
can be written in the form

(6) 1ogjus, (h) = i (g, ) —HTED D, ) +aog, (e, )+ [ K (g, 0) My, (dg),
118l >¢,

where

e'i(y,h)_l_ /b‘(g? h)

Klg,b) = 1+ l9l?

and »=1,2,...

\
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Passing to the limit as n — co we obtain

logu(h) = i(z, h)— H(1"h, h)+w(e,, h)+ [ K(g, h)H (dg),

llg1|>2,
where w(e,, h) = limwy (e,, h).
n

By estimation (5) and the foregoing remarks, passing to the limit
as » — co we get :

log it (h) = i(%, h)—4(Dh, h)+ [ K (g, k) M (dg).

In view of the uniqueness of representation (1) we obtain x = Z,
D =D and M = M. Since there are no restrictions as to the choice of
the sequence {k,}, conditions (i) and (ii) follow. Thus only condition (iv)
remains to be proved. It is obvious that the limits
limlim (79h, k)  and  limlim(TOh, &)

&\ 0 N—00 SN0 T

exist for all heH. It suffices, therefore, to show that
Hmlm(TEh, k) < (Dh,h) and  lLimLm(T©h, h) = (Dh, §).

£\ 0 7—>00 N0 g

Suppose that Limlim(T®h, h) > (Dh, h) for some hef. Then there

&% 0 n—oo
exists a sequence of natural numbers {I,} such that

lim lim (7' b, h) > (Dh, h),

ey 0 N—so0

which is impossible, for the preceding considerations imply the existence
of a subsequence {k,} of the sequence {l,} and of a sequence &0 such
that

limlim (T4 h, h) = (Dh, h).

P—>00 N—>00

This ends the proof of the necessity of conditions (i)-(iv) of our
theorem.

Sufficiency. Conditions (i)-(iii) imply the compactness of the
sequence of distributions {u,} ([3], Theorem 6.3). By a theorem of Pro-
horov ([2], § 4) it suffices to show the convergence of the sequence of
characteristic functionals g, to the functional u(h) for any heH. This
easily follows from the estimation

log ftn (k) —1og fu(h) |
< | — N [ K (g, M (dg)— [ K (g, k) (dg)| +
gl =¢ [lg]|=€
H 2Dk, W) — (DR, )|+ | [ K(g, k)M (dg)
ligi<e

where w,(h, ¢) is defined by formula (4).

+ [wy (h, €)],
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Taking e > 0 sufficiently small, we can make the right-hand side
of the inequality, for » sufficiently large, smaller than any % > 0 given
in advance, which ends the proof.

A sequence of distributions {u,} shall be called shift-convergent if
there exists a sequence {x,} of elements of the space H such that the
sequence {u, * d, } is weakly convergent (0, stands for a one-point distri-
bution concentrated at point x). From the proved theorem, similarly
as in the classical case, we can draw conclusions concerning the weak
convergence of distributions of the form

k'n
*
(7) Mn = ” Mon Iy
B
where the distributions e (k=1,2,...,k,;mn=1,2,...) are uni-

formly asymptotically negligible, i.e. for every neighbourhood of zero
in H we have
lim inf w,,(U) = 1.

n—oo 1<k<k,

It is known ([3], Theorem 7.6) that sequence (7) is shift-convergent
if and only if the sequence of infinitely divisible distributions

kn
(8) I =[] e(6ns)
k=1

is shift-convergent, where

(o) Tox
_ 1 v
e(’V) = ; E ‘k—‘; Gn,k = HUnk ¥ a”T-n,k’
k=0 ’

(e B) = [ (g, ) ptne(dg) ~ for any heH.

g1

More exactly, the sequence {u, * 0z} 1s convergent if and only if
k'n,
the sequence {1, * 6yn} 1s convergent, where vy, = x, -+ X Wy
k:l
Our theorem implies the following
COROLLARY. The sequence (7), where the distributions Unje OTE€ UNL-
formly asymptotically negligible, is shift-convergent if and only if the following
conditions are satisfied:
(a) for any neighbourhood U of zero in H, the sequence of measures

n
D O, reduced to H—U is weakly convergent o some o-finite measure M
k=1

(obviously, reduced to H—U), finite on H—U (for every U) and such that

[ llgll2M (dg) < oo;

lgl<1
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k,

(b) limlim = lim lim > f (g, h)? 0, (dg) = (Dh, L), where D is some
&N 0 100 N0 TS k=1 g)<¢e

S-operator;
(¢) the sequence of S-operators {B,} defined by the bilinear form

k’l (3

(Bugs h) = X' [ (u, @) (u, 1) Opldu), n=1,2,...,
k=1 |py<1
is compact.

Thus the sequence {u,} is shift-convergent to the distribution
p=1[0,D,M]
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