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The main objective of this article is to present the state of the art concerning approximate controllability of dynamic systems in infinite-dimensional spaces. The presented investigation focuses on obtaining sufficient conditions for approximate controllability of various types of dynamic systems using Schauder’s fixed-point theorem. We describe the results of approximate controllability for nonlinear impulsive neutral fuzzy stochastic differential equations with nonlocal conditions, impulsive neutral functional evolution integro-differential systems, stochastic impulsive systems with control-dependent coefficients, nonlinear impulsive differential systems, and evolution systems with nonlocal conditions and semilinear evolution equation.
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1. Introduction

Controllability is one of the most important notions in modern mathematical control theory (see the works of Bashirov and Kerimov (1997), Bashirov and Mahmudov (1999), Benchohra and Ouahab (2005), Gorniewicz \textit{et al.} (2005) and the references therein). Using the assumption that the system considered is controllable, we are able to solve many problems of control theory such as stabilizability, optimal control and pole assignment. The notion of controllability means that it is possible to steer a dynamic system from an arbitrary initial state to an arbitrary final state using a set of admissible controls. There exist many criteria and definitions of controllability. They depend both on the constraints on the control signal and the state equation. It should be noticed that in infinite-dimensional spaces there exist linear subspaces which are not closed. We can distinguish two concepts of controllability in the case of infinite-dimensional systems. Exact controllability means that the system can be steered to an arbitrary final state. Approximate controllability enables us to steer the system to an arbitrary small neighborhood of the final state. It is self-evident that approximate controllability is essentially a weaker notion than exact controllability. As a result, the latter always implies the former, but the converse statement is not true in general. In the finite-dimensional case, the notions of approximate and exact controllability coincide. Sikora and Klama (2012) focused on the controllability problem of linear stochastic systems. The research presented by Czornik and Świerniak (2001; 2004; 2005) considered controllability of jump systems. Moreover, controllability of switched linear systems was investigated by Babiarz \textit{et al.} (2015a; 2015b; 2016).

In the work of Klama (2000) constrained approximate controllability problems for linear abstract dynamic systems with a linear unbounded control operator and piecewise polynomial controls were investigated. Approximate controllability results for first order linear and nonlinear systems can be found in the work of Henriquez (2008). The research fundamental of the controllability problem of nonlinear systems is the fixed-point theorem (Gorniewicz \textit{et al.}, 1991; Kryszewski and Zezza, 1994; Bader and Kryszewski, 1994; Bader \textit{et al.}, 1996; Przeradzki, 2012).

Some problems of controllability of infinite-dimensional nonlinear systems were studied by Zhou (1983), Naito (1989), Bian (1999), as well as Balachandran and Dauer (2002). Schauder’s fixed
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The notions of approximate controllability of nonlinear impulsive differential systems and stochastic systems with unbounded delay were investigated by Benchohra et al. (2001), Mahmudov (2001a; 2001b) or Mahmudov and Zorlu (2003). Controllability of impulsive differential inclusions by using a fixed point theorem was discussed by Benchohra et al. (2004). Schaefer’s fixed point theorem was used to establish sufficient conditions for controllability of impulsive functional differential systems (Li et al., 2006). Controllability of impulsive functional systems with infinite delay were investigated by Chang (2007). Approximate controllability for various classes of evolution stochastic differential equations was studied by Dubov and Mordukhovich (1978) as well as Sirbu and Tessitore (2001).


2. Background

2.1. Fundamental notation. Let us introduce the following necessary notation:

- $H, K$ and $U$ are Hilbert spaces and $K, U$ are separable;
- $\mathcal{L}(K, H)$ is the space of all bounded operators from $K$ to $H$;
- $\psi^* \in \mathcal{L}(H, K)$ is the adjoint operator for $\psi \in \mathcal{L}(K, H)$;
- $(e(n))_{n \in \mathbb{N}}$ is a complete orthonormal basis in $K$;
- $A$ is a closed densely defined operator generating an analytic semigroup $\{S(t); t > 0\}$ on $H$ with inner product $\langle \cdot, \cdot \rangle$ and norm $\|\cdot\|$;
- $A^\alpha : H_\alpha \subset H \to H$ is a fractional power operator with domain $H_\alpha$;
- in $H_\alpha$ we define the norm, $\|x\|_\alpha := \|A^\alpha x\|$ for $x \in H_\alpha$ (with this norm $H_\alpha$ is a Banach space (cf. Pazy, 2012);
- $C_\alpha = C([-r, 0], H_\alpha)$ is the space of all continuous functions from $[-r, 0]$ into $H_\alpha$, $0 < r < \infty$;
- $B$ is a bounded linear operator from $U$ into $H$;
- $(\Omega, \mathcal{F}, P)$ is a probability space with a probability measure $P$ on $\Omega$;
- $E$ signifies the expected value;
- $L_p(\Omega, H)$ is the space of all functions $V : \Omega \to H$ such that $E \|V\|^p < \infty$;
- $\{F_t : t \geq 0\}$ is an increasing and right continuous family of complete sub-$\sigma$-algebras of $\mathcal{F}$;
- $\phi$ is an $\mathcal{F}_0$-measurable stochastic process;
- if $T > 0$, $\mathcal{X}$-metric space and $F : \Omega \to \mathcal{X}$, then $F$ is called $\mathcal{F}_t$-adapted if $F$ is $\mathcal{F}_t$-measurable for almost all $t \in [0, T]$, and is called $\mathcal{F}_0$-adapted if it is $\mathcal{F}_0$-measurable for almost all $t \in [-r, 0]$;
- $X(t) : \Omega \to H_\alpha$, $t \geq -r$, stands for a continuous $\mathcal{F}_t$-adapted, $H_\alpha$-valued stochastic process;
- $X_t : \Omega \to C_\alpha$, $t \leq 0$ is defined by
  $$X_t(\omega) = \{X(t + s)(\omega) : s \in [-r, 0]\}$$
and it is called a $C_\alpha$-valued stochastic process;
- $(\beta_n(t))_{n \in \mathbb{N}}$ is the sequence of real-valued one-dimensional standard Brownian motions mutually independent over $(\Omega, \mathcal{F}, P)$;
- for a sequence $(\lambda_n)_{n \in \mathbb{N}}$, $\lambda_n \geq 0$, we define
  $$W(t) = \sum_{n=1}^{\infty} \sqrt{\lambda_n} \beta_n(t) e_n, \quad t \geq 0$$
then $W(t)$ is a $K$-valued Wiener process with a finite trace nuclear covariance operator $Q \geq 0$, where $Q \in \mathcal{L}(K, K)$ is the operator with the property $Q e_n = \lambda_n e_n$ and a finite trace
  $$\text{tr } Q = \sum_{n=1}^{\infty} \lambda_n < \infty;$$
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- \( F_t = \sigma(W(s) : 0 \leq s \leq t) \) signifies the \( \sigma \)-algebra generated by \( W \) and \( F_t = F \);
- let \( \psi \in \mathcal{L}(K, H) \) and define
\[
\|\psi\|_Q^2 = \text{tr} [\psi Q \psi^*] = \sum_{n=1}^{\infty} \|\lambda_n \psi e_n\|^2;
\]
- \( \psi \) is a \( Q \)-Hilbert–Schmidt operator if \( \|\psi\|_Q < \infty \);
- \( L^2_0(K, H) \) is the space of all \( Q \)-Hilbert–Schmidt operators from \( K \) into \( H \);
- here and subsequently,
\[
\mathcal{C} = \mathcal{C}(\alpha, \omega) = \mathcal{L}^2_0(K, H);
\]
- \( \mathcal{C} \) is a Banach space with the norm \( \|\cdot\|_{\mathcal{C}} \);
- \( \mathcal{C}_\alpha \) is the space of all \( \mathcal{F}_0 \)-measurable \( \mathcal{C}_\alpha \)-valued functions \( \varsigma : \Omega \rightarrow \mathcal{C}_\alpha \) with the norm
\[
E \|\varsigma\|^2_{\mathcal{C}_\alpha} = \mathbb{E} \left\{ \sup_{-\infty < s < 0} \|A^{\alpha \varsigma}(s)\|^p \right\} < \infty;
\]
- \( L_p^F([0, T], H) \) is the closed subspace of \( L_p([0, T] \times \Omega \times \Omega, H) \)
consisting of all \( \mathcal{F}_t \)-adapted processes;
- \( \mathcal{X}([\cdot, T], L_p(\Omega, H)) \) is the Banach space of all continuous \( \mathcal{F}_t \)-adapted processes \( X \) with trajectories in \( \mathcal{X}([\cdot, T], L_p(\Omega, H)) \) satisfying the condition
\[
\sup_{t \in [-r, T]} E \|X(t)\|^p < \infty;
\]
- \( \mathcal{H}_p \) is the closed subspace of all continuous processes \( X \) with trajectories in \( \mathcal{X}([\cdot, T], L_p(\Omega, H)) \) with
\[
\|X\|_{\mathcal{H}_p} = \left( \sup_{t \in [0, T]} E \|X_t\|^p_{L_p^0} \right)^{\frac{1}{p}} = \left( \sup_{t \in [0, T]} \sup_{-r \leq s \leq 0} \|X_t(\omega)\|^p_{L_p^0} \right)^{\frac{1}{p}} < \infty;
\]
- \( \mathcal{P}_C((\cdot, b], X) \) is a Banach space with the norm
\[
\|x\|_{\mathcal{P}_C} = \sup_{t \in [0, b]} \|x(t)\|
\]
and
\[
\mathcal{P}_C((\cdot, b], X) = \left\{ x : x \text{ is function from } (-\infty, b) \text{ into } X \text{ such that } x(t) \text{ is continuous at } t \neq t_k \text{ and left continuous at } t = t_k \text{ and the right limit } x(t_k^+) \text{ exists for } k = 1, 2, \ldots, m \right\}.
\]
- \( B_h \) is the abstract phase space defined in Section 3.2.

2.2. Schauder’s fixed-point theorem. Below we present Schauder’s fixed-point theorem.

**Theorem 1.** (Schauder’s theorem) (Kulmin, 2004). Every continuous operator that maps a closed convex subset of a Banach space into a compact subset of itself has at least one fixed point.

**Theorem 2.** (Kulmin, 2004). Let \( X \) be a locally convex topological vector space, and let \( K \subset X \) be a nonempty, compact, and convex set. Then, given any continuous mapping \( f : K \rightarrow K \), there exists \( x \in K \) such that \( f(x) = x \).

3. Approximate controllability of semilinear systems

This section presents results concerning approximate controllability of various kinds of dynamic systems described by semilinear state equations.

3.1. Nonlinear impulsive neutral fuzzy stochastic differential equations with nonlocal conditions.

Narayanamoorthy and Sowmiya (2015) consider the approximate controllability for nonlinear impulsive neutral fuzzy stochastic differential equations with nonlocal conditions given by

\[
d [x(t) - h(t, x(t))]
= A [x(t) - h(t, x(t))] \, dt + Bu(t) \, dt
+ f(t, x(t)) \, dt + g(t, x(t)) \, dW(t),
\]

\[
\Delta x(t_i) = x(t_i^+) - x(t_i^-), \quad i = 1, 2, \ldots, m,
\]

\[
x(0) + \mu(x) = x_0, \quad x \in X,
\]

\[
t \in J = [0, a], \quad t \neq t_i,
\]

where
- the state variable \( x(\cdot) \) takes values in a real separable Hilbert space \( X \) with an inner product \( \langle \cdot, \cdot \rangle \) and the induced norm \( \|\cdot\| \).
Definition 1. (Narayanamoorthy and Sowmiya, 2015) \( A(t) : 0 \leq t \leq b \) generates a unique linear evolution system \( U(t,s) : 0 \leq s \leq t \leq b \) satisfying the following properties:

1. \( U(t,s)U(s,\tau) = U(t,\tau) \) and \( U(t,t)x = x \) for every \( s \leq \tau \leq t \) and all \( x \in X \);
2. for every \( x \in X \), the function for \( (t,s) \to U(t,s)x \) is continuous and \( U(t,s) \in L(X) \) for every \( t \geq s \);
3. for \( 0 \leq s \leq t \leq b \), the function \( t \to U(t,s) \), \( (s,t) \in L(X) \) is differentiable with
\[
\frac{\partial U(t,s)}{\partial t} = A(t)U(t,s)
\]

Definition 2. (Narayanamoorthy and Sowmiya, 2015) A stochastic process \( x \) is said to be a mild solution of (11) if the following conditions are satisfied:

1. \( X(t,\omega) \) is a measurable function from \( J \times \Omega \) to \( X \) and \( x(t) \) is \( F_t \)-adapted;
2. \( E\|x(t)\|^2 < \infty \) for all \( t \in J \);
Assumption 4. \( I_k \in C(X, X) \) and there exists a constant \( d_k \) such that
\[
|I_k(x)|^\alpha \leq d_k^\alpha |x|, \quad k = 1, 2, \ldots, m,
\]
for each \( x \in X \), and
\[
\liminf \frac{d_k (\rho)}{\rho} = \lambda_k \leq \infty, \quad k = 1, 2, \ldots, m.
\]

Theorem 3. (Narayamoothy and Sowmiya, 2015). If Assumptions 1-2 are satisfied, then the system (7) is approximately controllable on \( J \).

3.2. Impulsive neutral functional evolution integro-differential system. A special case of the semilinear system is an impulsive neutral functional evolution integro-differential system given by (Radhakrishnan and Balachandran, 2011)

\[
\frac{d}{dt} x(t) + g(t, x_t) + \int_0^t G(t, s)x(s) \, ds = (Bu)(t) + f(t, x_t) + \int_0^t h(t, s, x_s) \, ds,
\]

\[
t \in J, \quad t \not= t_k, \quad k = 1, 2, \ldots, m,
\]

\[
I_k(x(t_k^-)) = x(t_k^+) - x(t_k^-), \quad x_0 = \phi \in B_h,
\]

where \( B_h \) is the abstract phase space defined as follows:

\[
B_h = \{ \psi : (-\infty, 0) \to X, \text{ such that for any } c > 0,
\]

\[
\psi \mid_{[-c, 0]} \in B \quad \text{and} \quad \int_0^\infty \| h(s) \| \psi \|_{[-c, 0]} \, ds < \infty
\]

and for any \( b > 0 \), we can define

\[
B = \{ \psi : [-b, 0] \to X \text{ such that } \psi(t) \text{ is bounded and measurable} \}
\]

and equip the space \( B \) with the norm

\[
\| \psi \|_{[-b, 0]} = \sup_{s \in [-b, 0]} | \psi (s) | \quad \text{for all } \psi \in B.
\]

Moreover,

- the state \( x(t) \) takes values in the Hilbert space \( X \) with a norm \( \| \cdot \| \);
- \( x_t \) represents the function \( x_t : (-\infty, 0) \to X \) defined by \( x_t(\theta) = x(t + \theta), \infty < \theta < 0 \), which belongs to \( B_h \);
- the control \( u(t) \) is given in \( L^2(J, V) \), a Hilbert space of admissible control functions with \( V \) as a Hilbert space and thereby \( J = [0, b] \);
- \( D = \{ (t, s) : 0 \leq s < t \leq b \} \);
- \( A(t) \) and \( G(t) \) are closed operators on \( X \) with a dense domain \( D(A) \) which is independent of \( t \);
- \( B \) is a bounded linear operator from \( V \) to \( X \);
- the nonlinear operators \( g : J \times B_h \to X, \quad h : D \times B_h \to X \) and \( f : J \times B_h \times X \to X \) are continuous;
- \( I_k : X \to X, \quad 0 = t_0 < t_1 < \cdots < t_k < t_{k+1} = b \).

Below, we introduce the definitions both of a mild solution and a reachable set of the impulsive neutral functional evolution integro-differential system.

Definition 5. (Radhakrishnan and Balachandran, 2011) A function \( x(\cdot) \in PC((-\infty, b), X) \) is called a mild solution of the dynamic system (3) if

\[
x_0 = \phi \in B_h \quad \text{on } (-\infty, 0],
\]

\[
\Delta x \mid_{t=t_k}, \quad k = 1, 2, \ldots, m;
\]

the restriction of \( x(\cdot) \) to the interval \( J_k(k = 0, 1, \ldots, m) \) is continuous; for each \( t \in [0, b) \), the function \( U(t, s)A(s)g(s, x_s), \quad s \in [0, t] \) is integrable and the impulsive integral equation

\[
x(t) = U(t, 0)[\phi(0) + g(t, \phi)] - g(t, x_t)
\]

\[
- \int_0^t U(t, s)A(s)g(s, x_s) \, ds
\]

\[
+ \int_0^t U(t, s) \int_0^s G(s, \tau)x(\tau) \, d\tau \, ds
\]

\[
+ \int_0^t U(t, s) \left[ Bu(s) + f(s, x_s, \int_0^s h(s, \tau, x_\tau) \, d\tau) \right] \, ds
\]

\[
+ \sum_{0 < t_k < t} U(t, t_k)I_k(x(t_k^-)), \quad t \in J,
\]

is satisfied.

Definition 6. (Radhakrishnan and Balachandran, 2011) The reachable set for the system (3) is described by the following formula:

\[
\mathcal{R}(b, x_0) = \left\{ x_b(x_0; u)(0) : u(\cdot) \in L^2(J, V) \right\}
\]

with an initial value \( x_0 = \phi \in B_h \) and a state value \( x_b(x_0; u) \) at terminal time \( b \) corresponding to control \( u \).

Definition 7. (Radhakrishnan and Balachandran, 2011) The system (3) is said to be approximately controllable on the interval \( J \) if \( \mathcal{R}(b, x_0) = X \), where \( \mathcal{R}(b, x_0) \) is the closure of the set \( \mathcal{R}(b, x_0) \) in \( X \).
In order to examine approximate controllability of (5), the following assumptions should be introduced (Radhakrishnan and Balachandran, 2011).

**Assumption 5.** The strongly continuous semigroup of bounded linear operators \( U(t,s) \) generated by \( A(t) \) is compact when \( t > s > 0 \) and there exist constants \( M_1 > 0, M_2 > 0 \) such that

\[
\| U(t,s) \| \leq M_1, \quad \| G(t,s) \| \leq M_2.
\]

**Assumption 6.** The function \( g : J \times \mathcal{B}_h \to X \) is continuous and there exist constants \( L_g > 0, N_g > 0 \) such that

\[
\| g(t,\phi_1) - g(s,\phi_2) \| \leq L_g \| t-s \| + \| \phi_1 - \phi_2 \| \mathcal{B}_h, \]

for every \( t, s \in J \) and \( \phi_1, \phi_2 \in \mathcal{B}_h \), and

\[
\| A(t)g(s_1,\psi) - A(t)(s_2,\psi) \| \leq N_g \| s_1 - s_2 \| + \| \psi \| \mathcal{B}_h, \]

\( s_1,s_2 \in J, \quad \phi,\psi \in \mathcal{B}_h \).

**Assumption 7.** The function \( f : J \times \mathcal{B}_h \times X \to X \) is continuous and uniformly bounded and there exists \( L_f > 0 \) such that

\[
\| f(t,\phi,\psi) \| \leq L_f \quad \text{for all } (t,\phi,\psi) \in J \times \mathcal{B}_h \times X.
\]

**Theorem 4.** (Radhakrishnan and Balachandran, 2011) If Assumptions 5, 6, and 7 are satisfied, then the system (5) is approximately controllable on \( J \).

The proof of the above theorem is based on Schauder’s fixed-point theorem and presented by Radhakrishnan and Balachandran (2011).

### 4. Approximate controllability of stochastic impulsive systems

In this section, at first we present approximate controllability of stochastic impulsive systems with control-dependent coefficients. Secondly, we describe approximate controllability of nonlinear impulsive differential systems.

#### 4.1. Approximate controllability of stochastic impulsive systems with control-dependent coefficients

The dynamic systems described by the following formula was investigated by Shen and Sun (2011):

\[
dx(t) = \left[ A(t,x(t),u(t))x(t) + B(t,x(t),u(t))u(t) + f(t,x(t),u(t)) \right] \, dt + g(t,x(t),u(t)) \, dW(t), \quad t \in J, \quad t \neq \tau_k, \quad \tau_k \uparrow T.
\]

\[
\Delta x(t) = I_k(x(t)), \quad t = \tau_k, \quad k = 1,2,\ldots,m,
\]

with the initial value \( x(0) = x_0 \). Here \( f : J \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n, g : J \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^{n \times l}, \Delta x(t) \) denotes the jump of \( x \) at \( t \), i.e.,

\[
\Delta x(t) = x(t^+) - x(t^-) = x(t^+),
\]

and \( I_k \in C(\mathbb{R}^n, \mathbb{R}^n) \). The initial value \( x_0 \) constitutes an \( F_0 \)-measurable random variable with \( E\|x_0\|^2 < \infty \). \( F_t \) is the filtration generated by \( w(s), 0 \leq s \leq t \).

Observe that (5) is nonlinear and it is unknown whether such a control exists. Shen and Sun (2011) consider the following dynamic system, instead of the system (5):

\[
dx(t) = [A(t,x(t),u(t))x(t) + f(t,x(t),u(t))] \, dt + g(t,x(t),u(t)) \, dW(t), \quad t \in [0,T], \quad t \neq \tau_k, \quad \tau_k \uparrow T.
\]

\[
\Delta x(t) = I_k(x(t)), \quad t = \tau_k, \quad k = 1,2,\ldots,m
\]

where \( y,v \) are continuous functions with appropriate dimensions. Now the mild solution of (9) is given by

\[
x(t) = \Omega(t,y,v)x_0 + \int_0^t \Omega(t-s,y,v) \left[ B(s,y,v)u(s) + f(s,y,v) \right] \, ds + \int_0^t \Phi(t-s,y,v) g(s,y,v) \, dW(s) + \sum_{0<\tau_k<t} \Phi(t-\tau_k,y,v) I_k(x(\tau_k)),
\]

where \( \Phi(t,y,v) \) satisfies

\[
\frac{d\Phi(t,y,v)}{dt} = A(t,y,v) \Phi(t,y,v)
\]

with \( \Phi(0,y,v) = I \).

To investigate the approximate controllability of (9), the following assumptions are established (Shen and Sun, 2011).

**Assumption 8.** The linear system (9) is approximately controllable.

**Assumption 9.** There exist positive constants \( M_1, d_k, k = 1,2,\ldots,m \), and a function \( q(t) \) with a bounded Lebesgue integral such that

\[
\| \Phi(t,y,v) \| \leq M_1, \quad \| B(t,y,v) \| \leq q(t),
\]

\[
\| I_k(y(\tau_k)) \| \leq d_k, \quad d = \sum_{k=1}^m d_k.
\]
Assumption 10. There holds
\[ \|f(t, x, u)\| \vee \|g(t, x, u)\| \leq \psi(t, \|x\|, \|u\|), \]
where \( \psi(t, \beta, \gamma) \) is a concave, continuous function in its argument \( t \) and nondecreasing for any \( \beta > 0, \gamma > 0 \).

Lemma 1. (Mahmudov, 2002) There exists a unique optimal control
\[ u_\alpha(t) = B^* \Phi^*(T - t, y, v) \mathbb{E} \{ R(\alpha, \Pi_0^T) Q(y, v) | F_t \} \tag{8} \]
such that the functional
\[ J(u) = \mathbb{E}\|x(T; x_0) - h_i\|^2 + \alpha \mathbb{E} \int_0^T \|u(t)\|^2 \, dt \]
takes on its minimum value, where
\[ Q(y, v) = h - \Phi(T, y, v) x_0 - \int_0^T \Phi(T - s, y, v) f(s, y, v) \, ds \]
\[ - \int_0^T \Phi(T - s, y, v) g(s, y, v) \, dW(s) \tag{9} \]
\[ - \sum_{k=1}^m \Phi(T - \tau_k, y, v) I_k(x(\tau_k)). \]

The control \( u_\alpha \) defined by Lemma 1 will provide the solution of \( \mathbb{E} \) approximately to \( h \) at \( T \) with \( h \in L(\Omega, F_T, \mathbb{R}^n) \). Observe that approximately selected vectors \( y, v \) agree with \( x, u \). These vectors result from \( \mathbb{F}, \mathbb{G} \), respectively, and are also solutions of the primary problem \( \mathbb{E} \). Then approximate controllability is satisfied. Therefore, approximate controllability of \( \mathbb{G} \) is converted to an existence problem of the fixed point of \( \mathbb{F} \) and \( \mathbb{G} \).

For all \( \alpha > 0 \), the operator \( P_\alpha \) on \( L^2_2(J \times \Omega, \mathbb{R}^n) \times L^2_2(J \times \Omega, \mathbb{R}^n) \) can be defined as
\[ P_\alpha(y, v) = (x, u). \tag{10} \]

Theorem 5. (Shen and Sun, 2011) Let Assumptions 8 and 10 be satisfied. If there exists a closed bounded convex subset \( S \in L^2_2(J \times \Omega, \mathbb{R}^n) \times L^2_2(J \times \Omega, \mathbb{R}^n) \) such that for all \( \alpha > 0 \) the operator \( P_\alpha \) is invariant for \( S \), then the system \( \mathbb{G} \) is approximately controllable.

4.2. Approximate controllability of nonlinear impulsive differential systems. In the work of Sakthivel et al. (2007), approximate controllability of the following nonlinear impulsive differential equation is investigated:
\[
\frac{d}{dt} x(t) = Ax(t) + (Bu)(t) + f(t, x(t)), \quad t \in J = [0, b] \setminus \Delta, \quad x(0) = x_0, \tag{10a}
\]
\[
\Delta x(t_k) = I_k(x(t_k)), \quad k = 1, \ldots, m, \tag{10b}
\]
where \( A \) is the infinitesimal generator of a strongly continuous semigroup \( T(t) \) in a Hilbert space \( X \), \( B \) is a linear bounded operator from a Hilbert space \( U \) into \( X \), \( f : J \times X \to X \) is a nonlinear operator, the control \( u(\cdot) \in L_2(J, U) \). Here \( D = \{ t_1, t_2, \ldots, t_m \} \subset J, 0 = t_0 < t_1 < \cdots < t_m < t_{m+1} = b \), \( I_k(k = 1, 2, \ldots, m) \) is a nonlinear map and \( \Delta x(t_k) = x(t_k^+) - x(t_k^-) = x(t_k^+) - x(t_k) \). This represents the jump in the state \( x \) at the time \( t_k \) with \( I_k \) determining the size of the jump.

Below, we present the definition of approximate controllability of a nonlinear impulsive differential equation.

Definition 8. (Sakthivel et al., 2007) The system \( \mathbb{G} \) is said to be approximately controllable on the interval \( J \) if \( \mathbb{R}(b, x_0) = X \).

Now, we introduce the following assumptions (Sakthivel et al., 2007).

Assumption 11. The semigroup \( T(t) \), \( t > 0 \) is compact.

Assumption 12. The function \( f : J \times X \to X \) is continuous and there exist functions \( \lambda_i(\cdot) \in L_1(J, \mathbb{R}^+), i = 1, 2, \ldots, q \), such that
\[ \|f(t, x)\| \leq \sum_{i=1}^q \lambda_i(t) h_i(x) \quad \text{for all} \quad (t, x) \in J \times X. \]

Assumption 13. For each \( \alpha > 0 \),
\[ \lim_{r \to \infty} \left( r - \frac{\alpha}{\inf_{i=1}^q} \sup_{h_i(x)} \|h_i(x)\| \leq r \right) = \infty, \]
where
\[ M_T = \max \{ \|T(t)\| : 0 \leq t \leq b \}, \quad M_B = \|B\|, \]
\[ \lambda_i = \int_0^b |\lambda_i(s)| \, ds, \quad a_i = 3kM_T^2M_B \|\lambda_i\|, \]
\[ b_i = 3M_T \|\lambda_i\|, \quad c_i = \max \{ a_i, b_i \}, \]
\[ k = \max \left\{ 1, M_TM_B, M_TMB \right\}. \]

Assumption 14. \( I_k \in C(J, X) \) and there exists a constant \( d_k \) such that \( \|I_k(x)\| \leq d_k \) for each \( x \in X, k = 1, \ldots, m \).

Assumption 15. The function \( f : J \times X \to X \) is continuous and uniformly bounded and there exists \( N > 0 \) such that \( \|f(t, x)\| \leq N \) for all \( (t, x) \in J \times X \).

It will be shown that the system \( \mathbb{G} \) is approximately controllable if for all \( \alpha > 0 \) there exists a continuous function \( x(\cdot) \in C(J, X) \) such that
\[ u(t) = B^* T^* (b - t) R(\alpha, \Pi_0^b) p(x(\cdot)), \tag{11} \]
5. Approximate controllability of evolution systems with nonlocal conditions

Mahmudov (2008) focuses on the following semilinear evolution equation:

\[ x(t) = S(t) x_0 + \int_0^t S(t-s) \left[ B u(s) + f(s, x(s)) \right] \, ds \tag{12} \]

where

\[ p(x(\cdot)) = x_0 - T(b) x_0 - \int_0^b T(b-s) f(s, x(s)) \, ds - \sum_{k=1}^m T(b-t_k) I_k(x(t_k)) \cdot \]

Theorem 6. (Sakthivel et al., 2007) If Assumptions [11,12] are satisfied, then for all \( 0 < \alpha \leq 1 \) the system (10) has a solution on \( J \), and if the Assumptions [11,13,15] hold, then the system (10) is approximately controllable.

Assumption 16. \( X \) and \( U \) are separable Hilbert spaces, \( S(t), t > 0 \) is a compact semigroup on \( X \) and \( B \in L(U, X) \).

Assumption 17. \( f : X \to X \) is \( C^1 \) with the Fréchet derivative \( f'(\cdot) \) such that, for some \( L > 0 \),

\[ \| f'(z) \|_{L(x)} \leq L \quad \text{for all } z \in X. \]

It is clear that under Assumptions [16,17] for any \( x_0 \in X \) and \( u(\cdot) \in L^2([0, T]; X) \), the system (13) admits a unique solution \( x(\cdot) = x(\cdot, x_0, u) \).

Definition 9. (Mahmudov, 2008) Let \( x_0, h \in X \) and \( T > 0 \). We say that the system (13) is approximately controllable if for any \( \varepsilon > 0 \) there exists \( u(\cdot) \in L^2([0, T]; X) \) such that

\[ \| x(T, x_0, u) - h \| < \varepsilon. \]

Mahmudov (2008) defines an operator given by the following formula:

\[ F(z) = \int_0^1 f'(rz) \, dr, \quad z \in X \tag{14} \]

to obtain approximate controllability for the system (13). By Assumption [17] it can be see that there is a constant \( L > 0 \) such that the operator \( F \) expressed by (14) has the following properties:

\[ F : X \to L(X), \quad f(z) = F(z) z + f(0), \]

\[ \| F(z(t)) \| \leq L, \quad z(\cdot) \in C(0, T; X), \quad t \in [0, T], \]

\[ F(\cdot) \in C(X, L(X)). \]

At this point we present approximate controllability for the system (13). According to Mahmudov (2008), we assume the following.

Assumption 18. The system

\[ x(t) = S(t) x_0 + \int_0^t S(t-s) \left[ B u(s) + F(s, x(s)) \right] \, ds \]

is approximately controllable for any function \( F \in L^\infty(0, T; L(X)) \).

Theorem 7. (Mahmudov, 2008) Let Assumptions [16,18] hold. Then the system (13) is approximately controllable.

The proof of the above-presented theorem is based on Schauder’s fixed point theorem and the lemma below.

Lemma 2. (Mahmudov, 2002) For any \( \alpha > 0 \) the operator \( P_\alpha(z) \) has a fixed point in \( C(0, T; X) \).

6. Semilinear functional equations

In the work of Dauer and Mahmudov (2002), the problem of approximate controllability of dynamic systems given by the following semilinear evolution equation is studied:

\[ dx(t) = [Ax(t) + Bu(t) + f(t, x(t), u(t))] \, dt, \tag{15a} \]

\[ x_0(\theta) = \phi(\theta), \quad \theta \in [-h, 0], \quad t \in (0, T], \tag{15b} \]

where

- the state \( x(\cdot) \) takes values in a Hilbert space \( X \);
- the control \( u(\cdot) \in L_2([0, T]; U) \) takes values in a Hilbert space \( U \);
- \( C([-h, 0], X) \) is the Banach space of all continuous functions from an interval \([h, 0], 0 \) to \( X \) with the supremum norm; it will be shortly denoted by \( C \);
- \( \phi \in C \).
If \(x : [-h, T] \rightarrow X\) is a continuous function, then \(x_t\) is an element in \(C\) which has a pointwise definition, 
\[x_t(\theta) = x(t + \theta) \quad \text{for} \quad \theta \in [-h, 0].\]

The solution of the dynamic system \((15)\) can be described as

\[
x_t(0) = x(t) = S(t) \phi(0) + \int_0^t S(t-s)[Bu(s) + f(s,x_s,u(s))]\,ds,
\]

\[(16a)\]

where \(S(t)\) is a linear semigroup on \(X\), \(B : U \rightarrow X\) is a bounded linear operator.

**Definition 10.** (Dauer and Mahmudov, 2002) The system given by \((15)\) is approximately controllable on the interval \([0, T]\) if

\[
\overline{R}(T,\phi) = X,
\]

where

\[
R(T,\phi) = \left\{ x_T(\phi;u)(0) : u(\cdot) \in L_2([0,T],U) \right\}
\]

is a reachable set at time \(T\) and \(\overline{R}(T,\phi)\) denotes the closure of \(R(T,\phi)\).

To obtain the results of approximate controllability, the following notation should be introduced:

\[
K = \max \{ \|S(t)\| : 0 \leq t \leq T \},
\]

\[
\|\lambda_i\|_1 = \int_0^T |\lambda_i(s)|\,ds, \quad M = \|B\|,
\]

\[
a_i = 3kMK^2 \|\lambda_i\|_1, \quad b_i = 3K \|\lambda_i\|_1,
\]

\[
c_i = \max \{a_i, b_i\}.
\]

Now we can establish the following assumptions (Dauer and Mahmudov, 2002).

**Assumption 19.** The semigroup \(S(t)\), \(t > 0\) is compact.

**Assumption 20.** The function \(f : [0, T] \times C \times U \rightarrow X\) is continuous and there exist functions \(\lambda_i \in L_1(I, \mathbb{R}^+)\) and \(g_i \in L_1(C \times U, \mathbb{R}^+)\), \(i = 1, 2, \ldots, q\), such that

\[
\|f(t,\phi,u)\| \leq \sum_{i=1}^{q} \lambda_i(t)g_i(\phi,u)
\]

for all \((t,\phi,u) \in [0,T] \times C \times U\).

**Assumption 21.** For each \(\alpha > 0\),

\[
\limsup_{r \to \infty} \left( r - \sum_{i=1}^{q} \frac{c_i}{\alpha} \sup \{g_i(\phi,u) : \|\phi\| \leq r \} \right) = \infty.
\]

**Assumption 22.** The function \(f : [0, T] \times C \times U \rightarrow X\) is continuous and uniformly bounded, i.e., there exists \(L > 0\) such that

\[
\|f(t,\phi,u)\| \leq L
\]

for all \((t,\phi,u) \in [0,T] \times C \times U\).

**Assumption 23.** Let us introduce two crucial operators:

\[
\Gamma_0^T = \int_0^T S(T-s)BB^*S^*(T-s)\,ds,
\]

\[
R(\alpha,\Gamma_0^T) = (\alpha I + \Gamma_0^T)^{-1}\]

Furthermore, we assume that \(\alpha R(\alpha,\Gamma_0^T) \rightarrow 0\) as \(\alpha \rightarrow 0^+\) in the strong operator topology.

For \(\alpha > 0\), let us define operator \(F^0\) on \(C([0,T],C) \times C([0,T],U)\) as follows:

\[
F^0(x,u) = (z,\nu),
\]

where

\[
\nu(t) = B^*S^*(T-t)R(\alpha,\Gamma_0^T)p(x,u),
\]

\[
z(t) = S(t)\phi(\theta) + \int_0^t S(t-s)(Bu(s) + f(s,x_s,u(s)))\,ds,
\]

\[
z_0(\theta) = \phi(\theta), \quad \theta \in [-h,0],
\]

\[
p(x,u) = xt - S(T)\phi(0) - \int_0^T S(T-s)f(s,x_s,u(s))\,ds.
\]

Finally, the theorem about approximate controllability of the dynamical system \((16)\) is presented.

**Theorem 8.** (Dauer and Mahmudov, 2002) Assume that **Assumptions (19), (20) and (22) are satisfied. Then the system (16) is approximately controllable on \([0,T]\).**

**Theorem 9.** (Dauer and Mahmudov, 2002) Assume that **Assumptions (19), (20) and (21) are satisfied. Then, for each \(0 < \alpha \leq 1\), the operator \(\mathbb{R}^\alpha\) has a fixed point in \(C([0,T],C) \times C([0,T],U)\).**

Similarly as before, the proof is based on Schauder’s fixed point theorem.

### 7. Example

In this section, we focus on the heat control system studied by Hong (1982) and Naito (1987). The heat control system with delays is given by the following formula (Naito, 1987):

\[
\frac{\partial y(t,x)}{\partial t} = \frac{\partial^2 y(t,x)}{\partial x^2} + y((t-h),x),
\]

\[
+ Bu(t,x) + f(t,y((t-h),x)), \quad t > 0, \quad x \in X,
\]

\[
y(t,0) = y(t,\pi) = 0, \quad t \in [0,T],
\]

\[
y(t,x) = \zeta(t,x), \quad -h \leq t \leq 0,
\]
where \( \zeta(t, x) \) is continuous, \( f : [0, T] \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \) is continuous and uniformly bounded. Now, we introduce the operator \( A : L^2[0, \pi] \to L^2[0, \pi] \) given by
\[
Ay = \frac{d^2 y}{dx^2}
\]
and its domain
\[
D(A) = \left\{ y \in L^2[0, \pi] : y, \frac{dy}{dx}, \frac{d^2 y}{dx^2} \text{ are absolutely continuous, } \frac{d^2 y}{dx^2} \in L^2[0, \pi], \text{ and } y(0) = y(\pi) = 0 \right\}.
\]
Hence
\[
Ay = \sum_{n=1}^{\infty} (-n^2) (y, \phi_n) \phi_n, \quad y \in D(A),
\]
where
\[
\phi_n(x) = \sqrt{\frac{2}{\pi}} \sin nx, \quad n = 1, 2, \ldots.
\]
Note that \( \phi_n \) is the eigenfunction corresponding to the eigenvalue \( \lambda_n = -n^2 \) of the operator \( A \).

Obviously, \( A \) generates a compact semigroup \( S(t), t > 0 \), in \( L^2[0, \pi] \). Moreover, the semigroup \( S(t) \) is given by
\[
S(t)y = \sum_{n=1}^{\infty} e^{-\lambda_n t} (y, \phi_n) \phi_n, \quad y \in L^2[0, \pi].
\]
Now, let us define an infinite-dimensional space \( U \) denoted by the following formula:
\[
U = \left\{ u = \sum_{n=2}^{\infty} u_n \phi_n(x) \mid \sum_{n=2}^{\infty} u_n^2 < \infty \right\}.
\]
For a given \( t \in [0, T] \), the control \( u(t, x) \) is taken from the space \( U \), defined above with the norm given by
\[
\| u \|_U = \left( \sum_{n=2}^{\infty} u_n^2 \right)^{\frac{1}{2}}.
\]
Next, we define a linear continuous mapping \( B \) from \( U \) to \( L^2[0, \pi] \) in the form
\[
Bu = 2u_2 \phi_1(x) + \sum_{n=2}^{\infty} u_n \phi_n(x),
\]
and
\[
u = \sum_{n=2}^{\infty} u_n \phi_n \in U.
\]
Then the linear system given by the following formula:
\[
\dot{y}(t) = Ay(t) + Bu(t), \quad y(0) = y_0
\]  
(18)
corresponding to (17b) is approximately controllable because of the compactness of the semigroup \( S(t), t > 0 \), generated by \( A \).

To put it in another way, it can be observed that
\[
B^* v = (2u_1 + v_2) \phi_2(x) + \sum_{n=1}^{\infty} v_n \phi_n(x)
\]
and
\[
B^* S^*(t)y = (2g_1 e^{-t} + y_2 e^{-4t}) \phi_2(x) + \sum_{n=3}^{\infty} y_n e^{-n^2 t} \phi_n(t),
\]
where
\[
v = \sum_{n=1}^{\infty} v_n \phi_n(x), \quad y = \sum_{n=1}^{\infty} y_n \phi_n(x).
\]
Now we get
\[
\| B^* S^*(t)y \| = 0 \quad \text{ for } t \in [0, T].
\]
Hence we obtain
\[
\| 2g_1 e^{-t} + y_2 e^{-4t} \|^2 + \sum_{n=3}^{\infty} \| y_n e^{-n^2 t} \|^2 = 0 \quad \text{ for } t \in [0, T],
\]
and
\[
\nu = 0 \quad \text{ for } n = 1, 2, \ldots.
\]
The above-mentioned two equalities imply that \( y = 0 \).

Thus, by Theorem 4.1.7 of Curtain and Zwart (1995, p. 147) concerning approximate controllability of linear systems, we conclude that the linear system (18) corresponding to the system (17b) is approximately controllable and then, by Theorem 8, the system (17b) is approximately controllable on interval \([0, T]\), too.

### 8. Conclusion

The presented paper focuses on the approximate controllability problem of different types of dynamical systems. Moreover, it presents results for selected works on the investigated approximate controllability of semilinear dynamical systems. All of the presented research concerning approximate controllability of various kinds of dynamic systems in infinite-dimensional spaces has a common way obtaining the results. Generally speaking, at the beginning we prove that the semilinear system is approximately controllable if the associated linear system is approximately controllable, too. Next, we formulate some assumptions for the semilinear dynamical system. The main role is played by the assumption about the Lipschitz continuity. Then we construct an operator and assume that it is compact. Therefore, we show that
the operator has a fixed point. At the end, we claim that the existence of a fixed point of the operator implies approximate controllability of the semilinear dynamical system. The proof of the main theorem of all studies is based on the application of Schauder’s fixed-point theorem. By making some appropriate assumptions, this can establish approximate controllability results for a wide class of semilinear deterministic and stochastic dynamical systems.

Controllability problems for dynamical systems require the application of various mathematical concepts and methods taken directly from differential geometry, functional analysis, topology and matrix analysis. It should be noticed that there are many unresolved problems for controllability concepts for various types of dynamic systems.
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